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ABSTRACT 
 
In the era of technology, virtual assistants are all around us and have changed the way we interact with technology. 
To better understand the inner workings of virtual assistants, we visualized and demonstrated one way that mimics the 
audio classification techniques of virtual assistants by developing a deep convolutional neural network (DCNN) 
trained on mel spectrograms to classify audio. Our hypothesis is that mel spectrograms of the wake and non-wake 
words can be used to accurately classify audio. Out of the 85 files in our dataset, our classifier was trained and validated 
on 58 files of data and tested on 27 files of data. When evaluating our test performance, our model achieved a value 
of 1 for precision, recall and accuracy. Our classifier achieved a 100% accuracy in classifying wake words and non-
wake words. 
 

Introduction 
 
Virtual assistants, like Siri, can be used to simplify tasks and make your life more efficient. As the presence of virtual 
assistants increases in our lives, it is important to understand how they work. Understanding how virtual assistants 
work can enhance our experiences, make us more aware of how to handle information regarding privacy and security, 
and, most importantly, by better understanding their inner workings, developers can create more advanced and intel-
ligent virtual assistants, further contributing to the ongoing innovation in this field. Virtual assistants are passive lis-
teners, meaning that they listen to everything around them. But, they do not act until they hear a wake word. How does 
a virtual assistant know when the wake word is spoken? To demonstrate this, let’s take a look at Siri, a well known 
virtual assistant. Siri uses a deep neural network (DNN) to interpret human voices and commands [2]. To see this 
process in action, we developed and trained a deep convolutional neural network (DCNN), a branch of DNN that is a 
highly effective neural network when it comes to image/audio classifications [3, 4, 5], on a dataset containing record-
ings of wake and non-wake words. 
 

Method 
 
The DCNN model we created consisted of three convolutional layers with 16, 32, and 16 filters respectively, each 
followed by a max pooling layer. The output is then flattened and passed through two fully connected layers, the first 
with 256 neurons and the final layer with a single neuron, using ReLU and sigmoid activation functions respectively 
(model layers shown in Figure 1). All the steps of this DCNN model were coded in Python 3.10.9 and the model was 
constructed using TensorFlow-MacOS 2.9.0 (model structure shown in Figure 2). 

Various recordings of a person saying the wake and non-wake words were used as data for training the 
DCNN. The ‘Siri’ dataset consists of the wake words, while the ‘not_siri’ dataset consists of non-wake words. Our 
dataset contains a total of 85 audio files, 42 for Siri and 43 for not_siri. Our wake word recordings in the Siri dataset 
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include the voice of AI and a person saying “Siri” in various different pitches while the non-wake word recordings in 
the not_siri dataset include the voices of AI and a person saying non-wake words as well as recordings of background 
noises. All the data in both datasets were converted to a wav file, padded to the same length and converted to mel 
spectrograms. The mel spectrograms, shown in Figure 3, are then labeled (0 for not_siri and 1 for siri) and scaled 
before being used in the training, validating and testing phases of the DCNN model. 
 

 
 
Figure 1: This figure shows the DCNN model layers that were added while creating this model. 
 
 
 

 
 
Figure 2: This figure is a visual representation of the DCNN model structure. Images adapted from [11,12] 
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Figure 3: This figure shows a labeled batch of ‘Siri’ and ‘not_siri’ data as mel spectrograms. 
 

Results 
 
Our DCNN model has an accuracy of 100% after being trained and validated on 58 files of data and tested on 27 files 
of data. When we evaluated our test performance, our model achieved a value of 1 for precision, recall and accuracy. 
During the testing phase, our model classified wake and non-wake words correctly. This model proves the concept of 
our hypothesis, based on our limited dataset, that mel spectrograms can be used to accurately classify audio while 
mimicking the functionality of virtual assistants, like Siri. 
 

Discussion 
 
Our model having 100% accuracy shows how mel spectrograms are an effective tool that can be used to create accurate 
audio classification models. Even though our DCNN model achieved 100% accuracy on a small dataset, it is important 
to note that achieving 100% accuracy on a small dataset does not guarantee the same performance on a larger or more 
diverse dataset. The model might have overfitted the limited training data, meaning it learned to recognize specific 
samples extremely well but may struggle with unseen or different data. All the audio recordings in the dataset consisted 
of recordings of AI generated voices as well as voices of a person in different pitches and speeds. Even though this 
method added variety, it did not add diversity to the dataset, which potentially makes this model biased and may not 
correctly classify every single voice it hears in the real world. We have curated little clips of audio for our model to 
classify but pulling such clips from a continuous stream of real-world noise (multiple people talking at once, including 
background noises) is a complex and difficult task and this can impact the accuracy of our model. Despite these 
limitations, this model worked well for our research purposes and successfully proved the concept of our hypothesis. 
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