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ABSTRACT 
 
As the demand for caregiving increases, robots hold significant promise to provide improvements in the quality of life 
for millions worldwide. While previous research has provided baseline learning environments, this experiment inves-
tigates the adaptability of control policies in new environments that are more realistic to real world applications. Using 
Assistive Gym, an open-source physics simulation framework for the study, the 6 commercial robots were trained 
with control policies, then in a customized bed/bathing environment with varying bed positions and multi robot reach-
ing environment with cooperative reinforcement learning.  
 

Introduction 
 
In the United States, 26% of the population, roughly 64 million adults, have some type of disability [1]. About 13.7% 
have serious difficulties walking or climbing stairs and 3.7% have difficulty with dressing or bathing. Robotics that 
offers versatile physical assistance present the opportunity to positively impact the lives of people who require support 
for their everyday tasks. Compared to real-world robotics systems, physics simulations provide a safe environment 
where robots are able to act, make decisions, and learn from their mistakes without putting real individuals at risk. 
The simulation accounts for realistic population diversity through a wide spectrum of human body shape, weight, and 
physical capability enabled by a variety of powerful hardware, including CPU, GPU and DPU; thousands of human-
robot trials can be performed in a few hours. Wildly available physics simulators, including Bullet [8], Webot [13], Ga-
zebo [12], and MuoJoCo[14] lower the barrier to build and research robot tasks in a safe simulation environment. Many 
robotic assistive task focused simulation frameworks and applications have emerged, noticeable ones include Assis-
tive Gym [2] and RcareWorld [3] .]. This study uses Assistive Gym thanks to its open source, established baseline of 
robot assistive tasks and quick start features. 
 

Related Works 
 

A. Simulation Environment  
 
OpenAI Gym is a reinforcement learning framework for learning control policy for simulated agents. In this study, 
both robots and humans are the agents. Assistive Gym [2] is open-source physics-based simulation framework built on 
OpenAIA Gym for physical human-robot interactions and robotic assistance. Some commonly used physics engines 
used for simulating robotic environments in OpenAI Gym are PyBullet [10], and MuJoCo [14]. Pybullet, which is used 
to build Assistive Gym, is a python module for the open-source Bullet physics engine that has been used for training 
and validating real robots using physics simulation.  
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B. Assistive Tasks (Environments) 
 
Assistive Gym released a suite of simulation environments for six tasks [Fig .1] associated with activities of daily 
living, including: Itch Scratching, Bed Bathing, Drinking Water, Feeding, Dressing and Arm Manipulation. 
 

 
 
Fig. 1 six tasks from Assistive Gym [17] 
 
The human models in the Assistive Gym contain body size, weight, and joint limits. Self-collision between various 
limbs and body parts of humans is enabled, human mobility limitations, such as head arm tremor and joint weakness, 
are also supported. In total, the human model in Assistive Gym has 40 controllable joints, including an actuated head, 
torso, arms, waist and legs. Using Pybullet, the human model can be programmatically generated. 

Assistive Gym provides support for six collaborative robots that are commonly used for physical human-
robot interaction. These robots include the PR2, Jaco, Baxter, Sawyer, Stretch and Panda. The first part of this paper 
examines the capabilities of these robot platforms to physically assist people and which robot platform performs the 
best. 
 

Methodology 
 

A. Control Policy 
 
To train a robot to learn control policy for each assistance task, I used the same proximal policy optimizations (PPO) 
from the Assistive Gym baseline. PPO is a policy gradient algorithm used across a number of several contexts, from 
Atari games to real world quadruped robot locomotion [7]. When training a robot, control policy, all the parameters 
and settings for PPO and environment are held constant. Due to the limitations in hardware resources, the robot control 
policy for each task is only trained with 1M time steps. All the control policies are trained using a local Linux machine 
with an Intel Xeon® 40 cores CPU and a NVIDIA GeForce RTX 3080 GPU. Training time of each task varied from 
0.5 hours to 5.5 hours. 
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B. Bedding Position Environment 
 
In the Assistive Gym bed bathing environment, a person lies on the bed in a resting position, however, in a real medical 
application setting, patients are put into standard procedure positions, including prone, fowler, semi-fowler and lateral 

[16]. To evaluate a robot’s adaptability to variation of environments, I modified the baseline of the bed bathing envi-
ronment to introduce four standard bedding positions [Figure 3a.1].  In the new environment,, the angles of human 
joints angles, shoulders, knee and hip are adjusted accordingly to match the standard clinic bedding position. A new 
hospital bed model is selected and the bed angle radian is also adjusted to match the corresponding person position.   

             

           
   Fig. 3a.1. standard bedding positions: Lateral, Fowler, Semi-Fowler and Spine 
 
C. Multi Robot Reaching Environment 
 
Autonomous cooperative robotics have many applications in health care and medicine, including robotic surgery. 
Reaching a common target is the first step in many robots’ cooperative tasks. The environment released in Assistive 
gym has only a single robot. Inspired by the examples of Create a New Reaching Assistive Environment [18] and multi-
robot control [19], I built a new environment that is multi robot reaching to explore the control policy for multi robot 
corporations. 

  

 
Fig 4a.1 Multi Robots Reaching Environment  
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The goal of two robots in this environment is to reach a person's mouth cooperatively.  Fig 4b.2 illustrates the high-
level architecture. In this environment, a super-agent controls two robots, the human is set to static and the same PPO 
algorithms from Assistive Gym feeding tasks are reused. 
 
To simplify, the reward function for the agent is defined as : config('distance_weight')*reward_distance_mouth_target 
+ config('action_weight')*reward_action + preferences_score 
 
Each robot observes the status of its own and human. These statuses include end_effector_pos, end_effector_orient, 
joint angles, human head pos, human head orient. The action that the robot can take are the motors on its all-control-
lable joints.  After collecting the actions and observations from individual robots, The Agent then concatenates them 
and pass into PPO algorithm.    
 

 
 
Fig 4b.2 high level architecture  
 

Results and Findings 
 
The charts in Fig 1a-e1-5 show the learning progress of each robot when was trained to execute an assistive task, the. 
Comparisons of the rewards that each robot received and its success rate during the training are listed in [Table-1], 
[Table-2] compare the success rate of six robots when associated with five assistance tasks. 
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Fig. 2a.1.  Bed Bathing task                Fig. 2b.2 Feeding task  

                     
Fig. 2c.3. Drinking task              Fig. 2d.4. Dressing task 

 
Fig .2e.5. Arm Manipulation task 

 
 
Table 1 - Average reward for 100 trials with an Active Human model 

Task PR2 Jaco Baxter Stretch Panda Sawyer 

Feeding 118.3 109.3 131.7 58.4 130.8 129 

Drinking -18.6 389 407.3 -99 202.9 -45 

Bed Bathing 119.21 92.9 116.02 96.9 77.3 123 

Dressing -31 -9.04 -58 -26.7 -45 -15.5 

Manipulation  -190 -170 -194 -201 -180 -187 

 
 
Table 2 - Success rate for 100 trials with an Active Human model  

Task PR2 Jaco Baxter Stretch Panda Sawyer 

Feeding 99% 91% 100% 70% 100% 0% 

Drinking 0% 72% 65% 0% 39% 0% 

Bed Bathing 30% 4% 13% 32% 1% 24% 

Dressing 0% 32% 0% 0% 1% 0% 

Manipulation  0% 0% 0% 0% 2% 1% 
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Fig.3b.2. The learning rate of bed bathing in fowler position  
 
Table 3 - Average reward from for 100 trials in evaluation    

Bedding Position PR2 Jaco Baxter Stretch Panda Sawyer 

Assistive Gym  
Baseline 

119.21 92.9 116.02 96.9 77.3 123 

New Position-Fowler 59.25 38.52 9.09 112.12 45.22 44.25 

 
 
Table 4 - Success rate from for 100 trials in evaluation 

Bedding Position PR2 Jaco Baxter Stretch Panda Sawyer 

Assistive Gym  
Baseline 

30% 4% 13% 32% 1% 24% 

New Position-Fowler 2% 4% 0% 45% 0% 8% 

 
Of all three tasks, feeding, drinking and bed bathing, most robots were able to learn to reasonable control 

policy, with varying levels of performance between the robots robot. Dressing is the most challenging task for all 
robots, with no robot reaching more than 2% success rate.  PPO training for dressing assistance took an average of 6 
hours, 3 times more than the rest of the tasks. Long, long training time in dressing tasks is due to simulating dynamic 
cloth.  

Under the new bed bathing environment, each robot was still able to learn reasonable control policy [Fig 
3a.1] [Table 3] [Table 4]. For multi robots reaching tasks, I used PPO to train three robots, Saewyer, PR2 and Baxter. 
The rendering [Fig 4a.1] from trained control policy shows that robots can achieve the goal of reaching the human 
mouth cooperatively.  
 

Limitations 
 
Compared with the published results [2], my reproduced performance evaluation results [Fig 2a.1-e5] [Table 1] [Table 
2] are lower. The discrepancy may be due to the lack of sufficient training steps: in my study, 1M time steps were 
trained, while the paper [2] reports using 10M time steps. Some robot limitations were also discovered.  Baxter’s short 
arm makes some tasks more difficult, such as arm manipulation, which requires reaching around the person’s arm. In 
the drinking task learning, starting from 600K steps, both Baxter and Panda received a significant boosting reward as 
highlighted in Fig.2c.3. The reasons for sudden reward boosting had yet to be examined. 
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Consequently, the data presented in this work might only reflect part of the picture.  The multi robot reaching 
environment presented is a basic use case, cooperative robots are the same type in each task, humans are modeled as 
static, reward function is also simplified. A more complex and realistic environment could be explored in the future.   
 

Next Steps 
 
Training multi agent/robots for cooperative tasks remains challenging and exciting. In this study, the multi robot 
reaching environment was built in this study could be enriched and enhanced. The improvement areas include adding 
an active human model, to enhance reward function, to use a dedicated agent for each robot and to experiment different 
reinforcement learning algorithms.  
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