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ABSTRACT 
 
Melanoma remains a public health crisis, with incidence rates increasing rapidly in the past decades. Improving 
diagnostic accuracy to decrease misdiagnosis using Artificial intelligence (AI) continues to be documented. 
Unfortunately, unintended racially biased outcomes a product of lack of diversity in the dataset used, with a 
noted class imbalance favoring lighter vs. darker skin tone have increasingly been recognized as a problem. 
Resulting in noted limitations of the accuracy of the Convolutional neural network (CNN) models. CNN models 
are prone to biased output due to biases in the dataset used to train them. Although the incidence of melanoma 
is lower in patients with darker skin tone, it is associated with a worse prognosis than in Caucasians, underscor-
ing the need for accurate early diagnosis in these patients. Our objective in this systematic review was to assess 
to what degree race/ethnicity, specifically Black/ African American patient cohort were included in training 
datasets used in generating machine learning algorithms for automated melanoma diagnosis. Our review docu-
ments the fact that there is a remarkable lack of and inconsistent reporting of patient demographics especially 
race/ethnicity with notable under-representation of patients of color, highlighting a currently unmet critical need 
of lack of diversity in the publicly available skin image datasets. These publicly available skin image datasets, 
are an inherently unbalanced unintentionally biased datasets from which AI models created for the diagnosis of 
melanoma skin cancer have restricted applicability to real life clinical scenarios and limited population repre-
sentation preventing generalizability to the community as a whole. 
 

Introduction 
 
Melanoma remains a public health crisis, with incidence rates increasing rapidly in the past decades. Improving 
diagnostic accuracy to decrease misdiagnosis using Artificial intelligence (AI) continues to be documented. 
Unfortunately, unintended racially biased outcomes a product of lack of diversity in the dataset used, with a 
noted class imbalance favoring lighter vs. darker skin tone have increasingly been recognized as a problem. 
Resulting in noted limitations of the accuracy of the Convolutional neural network (CNN) models. CNN models 
are prone to biased output due to biases in the dataset used to train them. The American Cancer Society estimates 
that skin cancer is the most predominant of all cancers, with melanoma shown to account for ~ 1% of all cancers 
of the skin but leading to a greater proportion of skin cancer related deaths1. Melanoma as defined by the Na-
tional Cancer Institute is a “form of cancer that arises in melanocytes or a mole”2. Approximately, 99,780 new 
cases of melanoma are anticipated to be diagnosed in the USA for the year 2022, with ~ 7,650 associated 
deaths3. According to the American Cancer Society Cancer Statistics Center the incidence rates for melanoma 
of the skin, by race and ethnicity for the time period 2014-2018 was 29.4% for non-Hispanic white, 9.3% for 
American Indian and Alaska Native, 4.7% for Hispanics, 1.3% for Asian and Pacific Islanders and 1%- for 
Non-Hispanic black. Mahendraraj et al4 in a Population-Based Clinical Outcomes Study Involving 1106 Afri-
can–American Patients from the Surveillance, Epidemiology, and End Result (SEER) Database (1988–2011), 
found that African–American Patients presented with deeper tumors, more advanced stage of disease, and 
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higher rates of ulceration and lymph node positivity than Caucasians. They also noted that cancer-specific mor-
tality was significantly higher, while 5-year cancer-specific survival was significantly lower among African–
American Patients. Although the incidence of melanoma is lower in patients with darker skin tone, it is associ-
ated with a worse prognosis than in Caucasians, underscoring the need for accurate early diagnosis in these 
patients. Melanoma is currently regarded as a public health crisis, with noted rapid increase in the incidence of 
melanoma cases over the past decades believed to be driven by ultra violet radiation and global warming. Arti-
ficial intelligence (AI) has improved the accuracy of melanoma diagnosis, However, there are noted limitations 
with the accuracy of the models used to test. One such noted limitation is the poor efficiency of current AI 
models amongst darker skin types. The preponderance of currently used AI algorithms are trained or validated 
on the International Skin Imaging Collaboration (ISIC) dataset, a repository of histopathological validated der-
moscopic images of cutaneous malignancies but plagued by a paucity of images representative of diverse racial 
skin tones56. Daneshjou et al in a study looking at the “Lack of Transparency and Potential Bias in Artificial 
Intelligence Data Sets and Algorithms: A Scoping Review”, identified three  issues with the datasets being used 
to create and validate clinical AI algorithms for skin disease that should be addressed before clinical translation: 
(1) sparsity of data set characterization and lack of transparency, (2) nonstandard and unverified disease labels, 
and (3) inability to fully assess patient diversity used for algorithm development and testing7. Kaushal et al8 in 
their study looking at Geographic Distribution of US Cohorts Used to Train Deep Learning Algorithms, con-
cluded that in clinical applications of deep learning across multiple disciplines, algorithms trained on US patient 
data were disproportionately trained on cohorts from a few states, that may have economic, educational, social, 
behavioral, ethnic, and cultural features that are not representative of the entire nation; as such algorithms 
trained primarily on patient data from these states may generalize poorly, a well-known articulated risk factor 
when implementing AI algorithms in new geographies9. Our objective in this systematic review was to assess 
to what degree race/ethnicity, specifically Black/ African American patient cohort were included in training 
datasets used in generating machine learning algorithms for automated melanoma diagnosis.            
 

Methods 
 
A systematic review was conducted in accordance with PRISMA (Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses)10. Literature review was carried out using PubMed, for peer-reviewed original 
article in English using artificial intelligence to automate diagnosis of melanoma between 1981-2022. All po-
tential terms related to automated diagnosis of melanoma were used including melanomas, bias, racial disparity, 
artificial intelligence, machine Learning, neural networks, convolutional.  

The PubMed database was queried by combining terminology related to these terms, with MeSH terms 
and key words including ("Nevi and Melanomas"[Mesh] OR "Skin Neoplasms"[Mesh] OR "Bias, Ra-
cial"[Mesh] OR "disparity, bias"[Mesh:NoExp] OR melanoma*[tiab] OR melanocyt*[tiab] OR melanotic[tiab] 
OR nevus[tiab] OR nevi[tiab] OR skin cancer*[tiab] OR skin lesion*[tiab] OR skin neoplasm*[tiab] OR mela-
noma*[tiab]) AND ("Artificial Intelligence"[Mesh:NoExp] OR "Machine Learning"[Mesh] OR "Neural Net-
works, Convolutional "[Mesh] OR artificial intelligence[tiab] OR augumentation [tiab] OR transfer learn-
ing[tiab] OR deep learning[tiab] OR hierarchical learning[tiab] OR machine learning[tiab] OR neural net-
work*[tiab] OR "dataset, database"[Mesh]). 

All peer-reviewed journal studies utilizing a machine learning process for melanoma diagnosis using 
dermoscopic images were included. Studies detailing dermoscopic image datasets for skin cancer were in-
cluded. Studies that did not diagnose melanoma by automation via AI were excluded. All manuscript titles and 
abstract were reviewed for potentially eligible studies, which were then examined for source of the studies 
database, listing of patient race, ethnicity. Only studies that used dermoscopic or clinical images were included. 

Our initial search was performed in June of 2022 and was repeated in December 2022. Two independ-
ent reviewers CI and KI independently extracted data. Study title and abstract were used for pre-screening and 
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then the full text review was carried out for final inclusion, any variance regarding a study’s inclusion was 
resolved by discussion as recommended by the PRISMA guideline. Automated diagnosis via machine learning 
was defined as an automated algorithm that improves automatically through training on datasets11. Appropriate 
information was abstracted from included studies, specifically identification of racial under-representation in 
model datasets used.   
 
 
 

Results 
 
Of our 1349 identified records, following removal of non-English articles we had 1326 articles. Following title 
and abstract review 1225 articles were excluded. 101 full text articles were assessed for eligibility (Fig 1). Thirty 
(29.7%) full-text studies were included in the final analysis. Disclosure of race and ethnicity was found in only 
a handful of the studies which initially met inclusion criteria. No study specifically detailed Black or African 
American patients. Study datasets for algorithm training included cohorts from mainly Australia, USA, Europe 
and East Asian countries12 13 14 15 16 17  18. In the studies where ethnicity/race was detailed it was mostly for a 
single ethnic group that made up the cohort of patients in the database.  

Most of the studies utilized patient images which were not individually labelled for ethnicity, skin 
tone, or nationality. The International Skin Imaging Collaboration dataset appeared to be the most used dataset, 
with dermoscopic skin images predominantly derived from European or Australian populations19. Kinyanjui et 
al20 in their study Estimating Skin Tone and Effects on Classification Performance in Dermatology Datasets, 
found that the majority of the data in the two datasets they used ( the ISIC 2018 Challenge dataset, a collection 
of dermoscopic images of skin lesions for the detection of skin cancer, and the SD-198 dataset, a collection of 
clinical images capturing a wide variety of skin diseases) have an individual typology angle (ITA) values be-
tween 34.5◦ and 48◦, which are associated with lighter skin, and is consistent with under-representation of 
darker skinned populations in these datasets 

Phillips et al21, in their study looking at Assessment of Accuracy of an Artificial Intelligence Algorithm 
to Detect Melanoma in Images of Skin Lesions, had a study population of 514 patients including 279 women 
(55.7%) and 484 white patients (96.8%), a total of 1550 images of skin lesions were included in the analysis. 
The study concludes that the algorithm demonstrated an ability to identify melanoma from dermoscopic images 
of selected lesions with an accuracy similar to that of specialists.   
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Figure 1. PRISMA flow diagram for study selection 
 

Upon review of our full-text papers we were able to identify a number of datasets including ISIC 
archive22, BCN2000023, HAM10000, Asan dataset24, Hallym dataset24, Dermofit image library25. As detailed in 
one of our full-text studies included in our final analysis by Wen et al18, patient ethnicity data was available for 
only 1415 images (1·3% of all images), of a total of 106 950 skin lesion images contained in the open access 
dataset analyzed for the study. Highlighting the staggering inherent unintended bias in the datasets being used 
for algorithm generation for AI models.  
 

Discussion 
 
Our systematic analysis showed that race/ethnicity was rarely detailed separately in the reviewed machine learn-
ing models detailed in the papers, and as such the reliability of the performance of the algorithms on patients of 
color is largely unknown. Most of the skin lesion datasets are populated by lighter skinned patients, with dark 
or brown skinned patients making up a very small cohort. This maybe reflective of the incidence rates among 
the different racial groups, unfortunately people of color even though they may have a lower incidence rate, are 
frequently diagnosed at a more advanced stage26. Given the noted imbalances in the dataset being used for 
dataset training, automated diagnosis of melanoma based on deep learning algorithms validated for the auto-
mated diagnosis of melanoma in lighter skinned patients is prone to a higher degree of misdiagnosis amongst 
patients of color27. Han et al28, in their study stated that “to improve the performance of convolutional neural 
network, additional images with a broader range of ages and ethnicities should be collected”. This recommen-
dation was borne out of observations in their study where a convolutional neural network using images from 
the training section of the Asan dataset, MED-NODE dataset, and atlas site images (19,398 images in total) was 
fine-tuned, with the trained model validated with the testing section of the Asan, Hallym and Edinburgh da-
tasets. With the Asan dataset they reported an area under the curve for the diagnosis of melanoma as 0.96, this 
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dropped to 0.88 with the Edinburgh dataset. The Asan datasets represents skin lesions from a predominantly 
Asian population for which the study reported an accuracy of ~ 80% when their trained deep learning algorithm 
using the Asan training dataset was used on the Asian testing set, this number dropped drastically to 56% on 
the Dermofit dataset which is populated by skin lesions from Caucasian patients. It is obvious that learned 
features of deep learning algorithms are not interchangeable amongst patients of a different ethnicity or race. 
An eloquent study by Wen et al18 details that in their review of publicly available dermatology datasets for skin 
cancer, that 106 950 images from 21 open access datasets were identified, along with 17 open access atlases 
that are freely accessible to researchers and the public. They conclude that although this represents a rich data 
resource for innovation, a lack of transparency in metadata reporting for clinically essential characteristics (such 
as ethnicity) limits the clinical utility of these images alone. Guo et al29 in their study Bias in, bias out: Underre-
porting and underrepresentation of diverse skin types in machine learning research for skin cancer detection—
A scoping review, reported that only one study definitively included Black or African American individuals or 
American Indian or Alaska Native individuals, respectively, and only 2 studies definitively included Hispanic 
patients. In their study images were predominantly of lighter skin types in 3 studies with no other specifics 
provided. They conclude that their findings underscore the need for greater transparency and full disclosure of 
phototypes or race/ethnicity of subjects in dermatologic ML studies. In their study when demographics were 
reported, darker skin types were starkly underrepresented.  

It is obvious that race/ethnicity, specifically Black/ African American patient cohorts are under-repre-
sented in training datasets used in generating machine learning algorithms for automated melanoma diagnosis. 
In other for machine learning algorithms to perform efficiently amongst diverse patient groups, they must be 
generated using unbiased datasets, therefore a concerted effort is required to ensure that all the various patient 
demographics are represented, especially skin of color. The American Academy of Dermatology in their Di-
versity, Equity and Inclusion statement of intent, state that “The American Academy of Dermatology recognizes 
diversity, equity, and inclusion as a pathway to excellence in delivering dermatologic care, the Academy has 
committed to increasing diversity, equity, and inclusion in the dermatology specialty as a priority.” Efforts such 
as this are required if we are to see ethical and judicious integration of AI into skin cancer care in the broader 
population. Narla et al30, in their study on Racial disparities in dermatology, conclude that “We must continue 
to work toward increasing the diversity of the dermatology workforce, increasing diversity education of current 
dermatologists in practice, including a diverse range of skin tones in images used in dermatology training, and 
teaching trainees how diseases may present differently in different skin tones”.  

 

Conclusion 
 
Our review documents the fact that there is a remarkable lack of and inconsistent reporting of patient de-
mographics especially race/ethnicity with notable under-representation of patients of color, highlighting a cur-
rently unmet critical need of lack of diversity in the publicly available skin image datasets. These publicly 
available skin image datasets, are an inherently unbalanced unintentionally biased datasets from which AI mod-
els created for the diagnosis of melanoma skin cancer have restricted applicability to real life clinical scenarios 
and limited population representation preventing generalizability to the community as a whole. A global wide 
concerted effort to broaden image data collection to include a representative percentage of patients of color will 
lend itself to supporting the generation of more inclusive AI models for melanoma diagnosis in the future.     
 

Limitations 
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Our study was restricted to assessing investigator-reported demographics, actual images used were not assessed. 
Secondly, our search was limited to PubMed, and even though we ran our search at two different time points, 
recent publications that were published but not yet PubMed indexed might have been missed.     
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