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ABSTRACT 
 
With the fast-paced growth and expansion of cellular networks, the high bandwidth mmWave 5G is intensely sought 
after by businesses, medical centers and civilians. However, this relatively new network has already encountered 
various obstacles, such as instability, weakness and inconsistency. The nature of mmWave 5G consists of high fre-
quency resulting in shorter wavelengths. This causes the current issues with upper layer management, which is seen 
with various applications such as video streaming. My research focuses on the performance and user quality of 
mmWave 5G, 3G, and 4G/LTE (4th Generation Long Term Evolution, which is standard wireless data transmission 
today) with PC application. While 5G and other cellular networks have been studied with mobile based applications, 
my research uses PC applications to see how PCs work with various networks. To analyze the performance of these 
cellular networks, I used iPerf3, a network tool, and DASH, a video streaming software. With iPerf3, I was able to 
understand the network via a client and server side that the test provided. With DASH, I was able to further my 
knowledge around the networks with new data around user experience (UE). I also analyzed how mmWaves react to 
different variables, such as signal blockage, and how that affects the user experience and overall performance. My 
findings reveal critical insights to how mmWaves perform with PCs by measuring various metrics to get Quality of 
Experience (QoE) and on user experience of mmWaves. 
 

Introduction 
 
The cellular network industry is expanding, especially with its newest innovation, 5G. In each cellular network, there 
is a spectrum of bandwidths, and each starts at a higher bandwidth than the preceding one. Inside the 5G New Radio 
(NR) specifications, which is a bandwidth spectrum, cellular carriers are competing with each other to be at the fore-
front of mmWave technology [1]. This mmWave 5G is a specific bandwidth of 5G that is known to have very low 
latency and high speed due to its high frequency. As a result, it is in high demand with a growing number of cities 
gaining access to it. However, the mmWaves have short wavelengths, which poses many problems in upper-layer 
network management [2]. Upper-layer network management consists of the presentation and application of the net-
work [3]. 

• One critical issue of mmWave application is the spotty coverage. While mmWaves are emitted from 
access points, due to the nature of mmWaves, the coverage from the access point is very small 
resulting in many gaps. This issue is further exacerbated by the growing trend of carrier services 
transitioning into NR Stand Alone (SA) networks. Many carrier services have begun to offer SA 5G 
which creates issues when 5G connection is lost. However, the implementation of LTE/5G integra-
tion is also problematic due to different cores of the different networks [4]. Furthermore, due to the 
spotty coverage, mmWave 5G is not ideal for suburban or rural areas: densely packed areas are the 
most ideal because then mmWaves can be accessed by the most amount of people [1]. 
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• Another issue is weakness. Not only are mmWaves very weak, especially in certain conditions such 
as rain, buildings are also obstacles to mmWaves because mmWaves are not able to penetrate 
through buildings and walls, which also contributes to their instability [5]. The overall weakness of 
the signal makes mmWave 5G unstable, which causes the issues in upper-layer network manage-
ment. Prior works have reported that mmWave 5G is quite inconsistent, due to its instability, leaving 
certain analysis tests with poor results [2]. 

 
My research focuses on performance analysis using PC applications over mmWave 5G and comparing those 

to 3G and 4G/LTE. The main issue with cellular network applications on PCs is that the specific access points that 
phones have to connect to cellular networks is not present in PCs. To combat this, I used various tools to create a 
hotspot to simulate a cellular connection in PCs. I then ran a speed test on the Ookla server, a network server used to 
test the speed and performance of a network connection [6], to get the latency for various locations around the world. 
Using those latencies, I choose 4 values to use in later experiments to simulate various distances between the server 
and client side. I then use a network test, using the network tool iPerf3, to analyze various conditions surrounding how 
mmWave 5G works. Finally, I run video streaming experiments to calculate Quality of Experience (QoE) to under-
stand the user experience of mmWave 5G. 
 

Methods 

 
 
Figure 1. Experimental Setup 

 
In order to test the performance and gather data on user experience over mmWave 5G as well as other cellular 

networks, I ran experiments on two different tools: one on DASH video streaming and the other on iPerf3 (Figure 1). 
Before conducting experiments on the two network tools, I first ran speed tests with Ookla and set the server connec-
tion to be in various cities around the world, to get an estimate on the latency from the base server (Stony Brook) to 
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various parts of the world. With these tests, I extracted various quantities: ping (latency), goodput, downlink, and 
uplink (Figure 2). These metrics are useful because we are able to get Quality of Experience (QoE) from them: latency 
is the delay in data being sent over a network [7]; goodput is the number of MegaBytes of useful data delivered per 
second [8]; downlink is the downwards direction of information being delivered (a signal from satellite to a ground 
station), while uplink would be the upwards direction (a signal from a ground station to a satellite) [9]. 

 

Server Location Latency (ping) Download (Mbps) Upload (Mbps) Goodput 

4G/LTE 

Ashburn, VA 31 ms 44.09 32 5.51125 

Seattle, WA 99 ms 48.13 33.33 6.01625 

Seoul, South Korea 214 ms 39.57 27.64 4.94625 

New Delhi, India 249 ms 33.4 31.82 4.175 

Cayenne, French Guiana 89 ms 40.74 26.19 5.0925 

Paris, France 99 ms 37.89 32.4 4.73625 

San Francisco, CA 119 ms 42.98 30.41 5.3725 

3G 

Ashburn, VA 75 ms 13.95 1.07 1.74375 

Seattle, WA 129 ms 12.72 0.95 1.59 

Seoul, South Korea 248 ms 11.07 0.93 1.38375 

New Delhi, India 322 ms 11.6 1.12 1.45 

Cayenne, French Guiana 117 ms 11.26 0.96 1.4075 

Paris, France 124 ms 11.07 1.05 1.38375 

San Francisco, CA 139 ms 11.53 18.05 1.44125 
 
Figure 2. Ookla speed test results 

 
Using the range of latencies from these speed tests, I picked four values of latency within: 30ms, 70ms, 90ms, 

and 120ms (Figure 3). With these four values, I created a simulated lag to represent distance between the server and 
client, using traffic control (TC) for the three different cellular networks on the PC for both iPerf3 and DASH. TC in 
networking is used to manage or control network traffic by a network scheduler [10]. I first used TC in iPerf3, which 
is a network tool that provides active measurements of the maximum achievable bandwidth on IP networks [11]; in 
this case, the network scheduler would be the server side because it controls the packets (data) sent. For 3G and 
4G/LTE, I used the Alcatel Link Hub to create a hotspot to which I connected my computer to simulate a cellular 
connection. After establishing this cellular connection, I connect the client side (my laptop) to the server side using 
the IP address of the server side. After connecting and setting up each side, I set TC values to 30ms, 70ms, 90ms, and 
120ms. With each TC value, I ran multiple iPerf3 tests for each cellular network to get values for loss rate, retransmits 
(packets that had to be resent), goodput, and more.  
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Parameters for Testing Latency added Bandwidth restrictions Test length 

DASH 30ms, 70ms, 90ms, 120ms 3mbps 59 sec 

iPerf3 30ms, 70ms, 90ms, 120ms N/A 10 sec 

WiFi 30ms, 70ms, 90ms, 120ms 8mbps, 25mbps N/A 
 
Figure 3. Testing Parameters 
  

Following the tests with 4G/LTE and 3G, I began testing with low bandwidth 5G and mmWave 5G. To test 
with 5G, I used a Google Pixel to create a mobile hotspot with a Verizon Unlimited Data Plan. However, due to the 
lack of mmWave 5G in Stony Brook, the mmWave 5G and low bandwidth 5G tests took place at Yale University in 
New Haven, CT. On the Pixel, the connection of mmWave 5G and low bandwidth 5G is differentiated by the marking 
of “UW” next to 5G, along with the confirmation that the Pixel is connected to a NR network with high frequency 
(Figure 4). For these tests, the same metrics were measured, however, various new tests were added. After running 
iPerf3 tests, I then experimented with the strength and nature of the mmWaves. I ran the same tests with different 
conditions, making the previous tests without conditions my control group: I varied the location of the Pixel— putting 
it in my pocket, a paper bag, and more— to see the effects of adding obstacles to the path of the mmWaves. 
 
  
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
Figure 4. Established mmWave connection 

 
After completing tests with iPerf3, I then ran DASH video streaming sessions, with the client side being my 

laptop, and the server being in Stony Brook, NY. The experimental setup of this was similar to the iPerf3 testing. In 
order to set DASH up, I downloaded a DASH video onto the video server in multiple qualities: 1000 kbps, 2000 kbps, 
4000 kbps, and 6000 kbps (equivalent to 360p, 480p. 720p, and 1080p respectively). These video files were placed 
into the server side, where it would send packets of pixels and data to the client side, my PC, when the code for video 
streaming was run, which would then stream the video in a new Chrome browser. For DASH testing, the Pixel was 
used to create a hotspot. However, when creating a 3G hotspot, the video streaming tests would not run because the 
packet sizes were too large to send over without a low-quality network. To combat this issue, I set a cap on the 
maximum bandwidth to be 3 Mbps: 3G network has a bandwidth of 3 Mbps. Then, during the video streaming tests, 
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I also put TC on the server side. I then ran the code, which connected the client side (my PC) to the server (NetSys 
Lab) and opened a video streaming tab, and recorded data on stall rate and mean quality rate. 
 

Results 
 
The key takeaways from my experiments are: 
 

• The trends in goodput and latency with iPerf3 
• Trends with the different metrics with latency for video streaming 
• The factors that affect mmWave stability 

 
In my experiments, there was an inconsistent trend increasing latency and goodput and loss rate, as seen in 

Figure 5. However, to fully assess the trend, I have to look at multiple metrics. For example, there is an overall decrease 
in loss rate for 3G results. However, there was also an overall decrease in bytes sent, meaning that there were fewer 
bytes to lose, which could explain the lower loss rate despite the greater latency. Another trend can also be seen with 
latency and goodput: there was an overall increase in goodput for 3G. As I tested with higher bandwidth connections, 
these trends were also apparent in some and not in others. In LTE testing, there was an overall decrease in loss rate 
and goodput. However, for 5G (low bandwidth and mmWave), there was an overall increase in goodput and an overall 
decrease in loss rate (Figures 6 and 7). Comparatively, there were large differences in goodput between 3G and LTE 
and mmWave for iPerf3 tests: while mmWave and LTE had similar goodputs, 3G had a significantly smaller goodput, 
as seen in Figure 6. However, in iPerf3 mmWave tests, goodput values remained similar to or even higher than those 
LTE while total bytes sent was on average lower than LTE. What this means is that mmWave is more efficient at 
delivering information and LTE has more loss, therefore their goodput is lower. This is seen in Figure 5 where LTE 
has greater amounts of bytes sent but similar goodput values and a higher average loss rate. For video streaming, there 
is a much more consistent trend with stall rate and latency. For 3G, 4G/LTE, and mmWave 5G, there was an increase 
in stall rate with each increasing latency. Furthermore, the stall rate values range was smaller with each higher band-
width cellular connection.  
 

 
 
Figure 5. iPerf3 Test Results for 3G, 4G/LTE, WiFi, and 5G (low bandwidth and mmWave) 
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Figure 6. Latency vs. Goodput 
 
 

 
 
Figure 7. Latency vs. Loss Rate 
 
Results for 3G and 4G/LTE: iPerf3 
 
For iPerf3 3G testing, the average mean round trip time (rtt)— the amount of time it takes for a data packet to be sent 
to a destination and a confirmation to be sent back [12]— for the four latency values was 0.699 sec, as seen in Figure 
8. Meanwhile, the average mean rtt for LTE was 0.222 sec. The 3G average mean rtt is nearly triple compared to LTE. 
Furthermore, as roundtrip decreases by 68%, as cellular connection goes from LTE to 3G, goodput is increased by 
2019%. This trend of increasing mean rtt leading to decreased goodput, or vice versa, can also be seen in consecutive 
latencies. For example, in LTE connection from 70 ms to 90 ms, if we go from mean rtt 0.2201 sec to 0.2200 sec, a 
seemingly slight decrease, the goodput increases by 25%. However, this trend is also not seen in consecutive latencies. 
For instance, from 90 ms to 120 ms in LTE connection, mean rtt increases from 0.2200 sec to 0.2466 sec, but goodput 
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also increases by 29%. Furthermore, the relationship between mean rtt and goodput cannot be evaluated based on only 
these two values: various other metrics such as loss rate and total bytes sent must be taken into consideration, which 
is why QoE is evaluated with a variety of metrics. 
 

 
 
Figure 8. Averages of values from iPerf3 tests 
 
Results for 3G and 4G/LTE: DASH Video Streaming 
 
For DASH video streaming, values and tests are different from iPerf3 because it provides us information about user 
experience: using video streaming allows me to see how the user interacts with the video, how the video is perceived 
and more, which further allows me to calculate QoE [13]. Additionally, DASH is unique from iPerf3 because of its 
software: DASH uses an adaptive bitrate algorithm (ABR) which allows video streaming to adjust to the network 
based on network predictions [14]. Using DASH has created more consistent results as seen in Figure 9. The stall rates 
consistently increase as latency increases for each cellular connection and the range of stall rates increase as bandwidth 
decreases: stall rate range for 3G is about 0.156, while the stall rate range for mmWave 5G is about 0.013 (this in-
creasing trend is illustrated in Figure 10). However, the mean quality rates (Figure 11) are not as consistent, but that 
is also based on the network predictions. For example, the mean quality rates (where 3 is the highest quality achieva-
ble- 6000 kbps) trend for LTE is that mean quality level remains the same for 30 ms, 70 ms, 90 ms and then drops for 
120 ms to 2.125 ms. Meanwhile, for 3G, at 30 ms, the mean quality level is 2.6 and then it drops to 1.9 for 70 ms, and 
then goes back up to 2.6 for 90 ms, and then drops to 1.53 for 120 ms. The main takeaway from these tests is that 
video streaming allows us to get more consistent results and can be more useful for applications because it is user 
experience based and uses ABR. 

 

 
 
Figure 9. DASH results for 3G, 4G/LTE, and mmWave 5G 
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Figure 10. Latency vs Stall Rate 
 
 

 
 
Figure 11. Latency vs Mean Quality Rate 
 
Results for mmWave testing 
 
For mmWave iPerf3 testing, average mean rtt was 0.197 sec, which is much faster than 3G and LTE. Furthermore, on 
average, mmWave loss rates were less than that of 3G and LTE. Furthermore, mmWave, on average, had a greater 
goodput and sent fewer bytes total. This means that mmWave is not only faster but also efficient as well. When 
experimenting with obstacles to mmWaves, various variables had effects on the performance of mmWaves. For ex-
ample, there was a considerable difference in loss rate for when the Pixel (mmWave receiver and 5G hotspot) was 
placed in the front pocket as opposed to the back pocket of pants (Figure 12). Additionally, the tin box had blocked 
out many mmWaves resulting in the highest loss rates. The DASH test was even unable to be completed for the 120 
ms test. For goodput, the location of the Pixel also had a significant impact, where the greater blockage resulted in the 
lesser amount of goodput (Figure 13). 
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Figure 12. Variable vs. Loss Rate 
 
 

 
Figure 13. Variable vs. Goodput 
 
 

For DASH video streaming, stall rates were similar to those of LTE, but also significantly less than those of 
3G. Furthermore, mean quality levels were also very similar to LTE. For mmWaves, DASH video streaming results 
show that the network condition is rather stable and exceptional because of its low stall rates and high mean quality 
levels. When changing the location of the Pixel, however, there was no great effect on stall rates and mean quality 
rates (Figure 14). The key takeaways from these experiments is that DASH ABR helps significantly with the results 
and user experience of video streaming. Furthermore, mmWave 5G is significantly faster and more efficient with PC 
based applications. 
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Figure 14. DASH video streaming results variables 
 

Discussion and Conclusion 
 
Overall, mmWave 5G shows very efficient and fast network performance, but also shows signs of instability and 
inconsistency. These experiments showcased various aspects of not only mmWave 5G but also 3G and 4G/LTE. These 
results have reaffirmed the stability of LTE but also showed how slow it is in comparison to mmWave 5G. These 
experiments have also shown results that DASH video streaming is rather helpful for PC based video streaming, 
compared to mobile based, as seen in “A Variegated Look at 5G in the Wild: Performance, Power, and QoE Implica-
tions” [2]. My results show the sensitivity of mmWaves to various obstacles and how different applications react to 
it. Furthermore, my results show how the metrics need to be analyzed together not separately to properly determine 
how different cellular networks work. 

For future experimentation, I would rerun the iPerf3 tests I previously performed with the same parameters 
but add an additional parameter which sets the number of packets sent. This way the total bytes would be more similar 
across all networks making the analysis easier. Furthermore, I would also only use the Pixel for iPerf3 testing in the 
future because the Alcatel router seemed to be inconsistent with either creating an LTE hotspot or 3G hotspot. Finally, 
for DASH 3G video streaming tests, I would also use a 3G hotspot in future testing and then lower the maximum 
quality to get a true 3G hotspot, instead of creating a simulated 3G connection by limiting bandwidth on LTE.  

This research is ongoing, and I will be further studying the relationship between signal strength of mmWaves, 
QoE, and other various metrics. I will also be continuing my research on DASH video streaming with various walking 
tests to see further applications of mmWaves and see how it reacts when the signal receiver is moving and if line of 
sight (a line where an observer has an unobstructed view to the cellular tower [15]) is no longer available.  
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