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ABSTRACT 
 
Air pollution can cause serious health problems and millions of people live in areas with poor air quality. Un-
derstanding air quality is an important topic of research which in turn helps understand health and global cli-
mate. In this paper, I applied machine learning techniques to the predict the air quality. Using a data set collected 
in urban cities with information on air pollutants, supervised learning was applied to gain insights and predict 
quality. Neural networks are used to determine the specific factors that impact the air quality index and the 
accuracy of the prediction. The research was helpful in identifying specific factors that affected air quality and 
accuracy of prediction improved when increasing hidden layers and epoch values within the neural networks. 
 

Introduction 
 
Global Air Quality in 2019 was responsible for 7 million premature deaths, extensive crop loss and declines in 
biodiversity across Europe, North America and East Asia [1]. Air pollutants also contribute directly to climate 
change through changes in the energy balance of the planet by some of the gaseous pollutants, notably ozone 
and also by particulate matter [1]. Both indoor and outdoor air quality can be overlooked and cause many long 
and short-term health effects on people. WHO data show that almost all of the global population (99%) breathe 
air that exceeds WHO guideline limits and contains high levels of pollutants, with low- and middle-income 
countries suffering from the highest exposures [2]. 

Given the vast data found about air quality and effects of different pollutants on air quality, machine 
learning is helpful in forecasting particulate matter in air and resultant impact to air quality. As explained in 
[3], “Machine learning is programming computers to optimize a performance criterion using example data or 
past experience. We have a model defined up to some parameters, and learning is the execution of a computer 
program to optimize the parameters of the model using the training data or past experience. The model may be 
predictive to make predictions in the future, or descriptive to gain knowledge from data, or both.”  As discussed 
in [4], “Machine learning is usually divided into two main types. In the predictive or supervised learning ap-
proach, the goal is to learn a mapping from inputs x to outputs y, given a labeled set of input-output pairs D = 
{(xi, yi)}N i=1. Here D is called the training set, and N is the number of training examples.” As outlined in [5], 
“Machine learning is fundamentally about generalization. As an example, the standard supervised learning sce-
nario consists of using a finite sample of labeled examples to make accurate predictions about unseen exam-
ples.” Quite possibly the most important part in the machine learning process is under‐ standing the data you 
are working with and how it relates to the task you want to solve [6].  

Using machine learning, I will be making predictions on air quality based on data set containing infor-
mation about air pollutants that affect air quality index. The use of the machine learning mechanism supervised 
learning is widely used. Supervised learning is the use of labeled datasets to train algorithms to classify data 
and predict outcomes of the data set accurately. This sub-category of machine learning, learns from the training 
dataset by repeatedly making predictions on the data set, training sets, and adjusting the values, validation sets, 
for the lowest error. Continuously monitoring air quality is important in identifying the polluted areas, levels of 
pollution, and the overall air quality index. There are many pollutants that impact the air quality including 
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particulate matter found in air (PM2.5, PM10), Carbon monoxide(CO), gas emissions from automobiles like 
O2, NOx, etc. Datasets that include these factors are available about air quality. When these are used in machine 
learning, data are classified as the features, while the resultant computation of effective Air Quality Index (AQI) 
is classified as the label. 

 
Data Set 
 
For this research, I selected a data set available in Kaggle [7] that encompasses air quality information collected 
from hourly and daily level of various stations across multiple cities across India. Data set included 12 features 
that affect air quality (including PM2.5, P10, CO, NOx, NH3, etc.), as well as details about location/city and 
date where the sample was collected, and resultant label that speaks to air quality index. In total the dataset had 
29531 samples (rows). Each data set also had AQI values and resultant classification as a AQI bucket (whether 
quality is good or satisfactory).  In terms of machine learning, AQI value is treated as the label in this given 
data set. Following table shows a sample of the data. 
 

 
 

Applying Machine Learning  
 
In previous research on water potability [9], we had taken specific steps to cleanse the data, determining the 
feature set that impact the results, and so on, Similar methodology is applied in this project to determine air 
quality. 
 
Data Cleansing 
 
Data cleaning is a critically important step in any machine learning project [8]. Using the dataset on air quality, 
I first examined the dataset and recognized null values for some of the features - i.e., numbers/data points do 
not exist for some features in certain data samples. Each feature was analyzed to determine which cells have 
null/empty data. In terms of programming in Python, I implemented code df = df[-df['feature']. isnull ()]to 
remove empty cell and get the resultant data frame after all null cells are removed. The shape of the data frame 
reduced to an effective 6236 data samples (rows), with 16 columns (including 12 features that impact quality). 
This was deemed to be good basis to continue the analysis. 
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Scaling Variables 
 
Improving the accuracy of the dataset involves creating variables using different parts of the dataset. For exam-
ple, the variable X is used to show the relevant features like PM10, CO, NOx, NO2 , while the variable Y is set 
to the label of the dataset, i.e, the AQI values. Creating separate variables depicting different feature set (e.g., 
X_PM10 to depict PM10 values) allows for better readability of the resultant data and graphs.  

Before beginning the use of the variables, the training and validation sets are created using scaler_var-
iable = preprocessing.StandardScaler () line.  

Training sets are data sets on which training and experimenting takes place. However, the validation 
set helps to improve the model performance after each epoch and provides us with the final accuracy of the 
model.  

To scale the variable, it is necessary to flatten the y training set to a 1D array of elements to match the 
X training set. This allows for the model to be used accurately while also not having large differences in the 
range of data values used. 
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Feature Importance 
 
To understand the ones with the highest importance, feature importance assigns a score to each feature, which 
allows us to predict modeling projects, and the key features selected to analyze for the air quality. The models 
then are created with various combinations of the features to analyze and understand the dataset more. The 
below image is of the code used to output the importance scores of the features, with features 1 (PM10), 0 
(PM2.5) and, 8 (O3), resulting with highest scores.  

Therefore, features PM10, PM2.5 and O3 are the most relevant features for the model. 
 

 
 

Creating Predictive Models 
 
Given the importance scores the process of feature importance provided it can be modeled to understand which 
features are the highest impacting independent and in combination of other variables. Models are created to use 
one or more algorithms to predict outcomes or make decisions by trying to understand the relationship between 
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multiple inputs of varying type. Amongst all the models the only activation function used is ‘relu'. Additionally, 
it is used to not allow all the neurons to activate at the same time, while also used to output the input only 
positively or as zero. 
 
Using Full Data Set 
 
The first model analyzes the full dataset, df, the data for all features and the label. Provided in the table below 
it determined that seven attempts had to be taken to gain the mean absolute error close to 0.15. If epochs were 
increased to above 230 or layers were increased to above 3,4 the model loses the linear shape it needs to main-
tain. 
 

 
 
Error Reduction 
 
The type of errors used for linear regression models compared to binary crossentropy models are mean squared 
error (MSE) and mean absolute error (MBA). This is because all values within the dataset are numerical com-
pared to binary problems that use 1 and 0 to initialize the label of the dataset. MSE represents the mean squared 
error which measures the average of error squares, meaning the average squared difference between the esti-
mated values and true value. MBA represents the mean absolute error which calculates the average difference 
between the calculated values and actual value.  

The models created to analyze the dataset uses the scaled X and Y training sets to print out the loss, or 
error, of the correct set of data. The MBA is changed to come close to or below 0.15, by adding different layers, 
hidden layers, and the number of epochs, for each of the models created. The table below shows the attempts 
don’t with manipulating the layers and epochs per model to gain a closer MBA lower than 0.15. As seen in the 
table, most MBA don't reach below 0.15. Epoch of 230 seems optimal and therefore was used with rest of the 
experiment. 
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Analyzing with Features with Lowest Importance Scores 
 
Before analyzing the effect of all the features simultaneously with the highest importance score, the two lowest 
features (CO and Benzene) were coded in to understand the effect of them simultaneously on the AQI. This 
was done in model 5. 

It is understood that when features with the lowest importance were played out on the AQI alone, the 
MSE and MBA resulting are very large, and will not come to below 0.15 as wished. Therefore, these features   
are ruled out of the model. 
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Using only PM10  
 
Model 2 is created to analyze the effect PM10 separately on the AQI, since it gained the highest value of 
importance. This model continued to use the relu activation function for the layers to determine the effect of 
PM10 on AQI. After seven tries, with the entire df it was seen that only 3 tries were taken to get the MSE and 
MBA lower than 0.15. This was one less hidden layer, with 320 epochs taken in total. 
 

 
 
Using only PM2.5 
 
Then, Model 3 is created to analyze PM2.5, the next highest affecting feature, and its effect on the AQI. PM2.5 
separate resulted in either in a nonlinear model, or an MBA of values higher than 0.15, because of its feature’s 
effect separately. 
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Using PM10 and PM2.5  
 
Model 4 does the analysis on the effect of PM10 and PM2.5 on AQI. 
 

 
 
Modeling with Most Relevant Features – PM10, PM2.5 And O3 
 
Model 6 does the analysis on the features that affected the AQI the most, e.g., the ones with the highest feature 
importance. This would be PM10, PM2.5, and O3.  
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In the air quality learning model, it is now determined that this combination of features (PM10, PM2.5 
and O3) has the best impact in determining Air Quality, which is represented through AQI. 

 
 

What is to be observed is that the MAError is high – 0.74. Therefore, hidden layers and epochs have 
to be added to improve the accuracy of the model. Adding one more hidden layer and increasing epochs from 
120 to 230 helped reduce the MAError to 0.17. 
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Summary 
 
In this research, I applied machine learning techniques to predict the air quality. Based on the data set that 
includes air pollutants, supervised learning programming was applied to this linear regression model. Artificial 
neural network mechanisms are applied to determine the significant pollutants that impact air quality and accu-
racy in predicting air quality. Among the twelve features in the data set, three of the features had higher scores 
– which pertained to PM10, PM2.5, and O3. Those were selected to train the models. Experiments were done 
by increasing the hidden layers and increasing the epochs to bring the mean absolute error of the models below 
0.15. Accuracy was noticed when hidden layers and epochs were simultaneously changed to cause the model 
of only the three features to change. 
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