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ABSTRACT 
 
The recommendations list that appears after watching a show on Netflix, the ads that come up on Instagram 
similar to other liked posts, these phenomenons are due to algorithmic decision making. Algorithms are able to 
help people do simple pattern-based tasks in day-to-day life but they also have implications on our society. 
Algorithms often make mistakes due to the human error in data they analyze. There are many different sources 
of algorithmic error in decision making, but the most significant cause by far is error in the data which algo-
rithms are trained from. These errors affect advertisements, jobs, and also technological products. It is hard to 
get rid of these biases as many times it leads to underrepresentation, another cause of algorithmic error. The 
way an algorithm is trained has a large impact on the future decisions it makes. 
 

Introduction 
 
Algorithms have the ability to perform large computational decisions and can process more data than a human 
can grasp at once. Compared to humans, they can take more considerations into account when making decisions, 
and this is the reason why our society has grown to rely on them in many aspects of our day to day lives. 
Whether that be in banking and finance, product advertisement, healthcare, or research, they have become a 
part of us almost everywhere, somehow. Although, with these advantages, there are also many risks that we as 
a society have to take into consideration. Algorithms that help humans do pattern-oriented tasks that require 
analysis are becoming much more common today than ever before. Computer scientists that work in machine 
learning create and research algorithms. Social Scientists, on the other hand, are interested in understanding the 
social implications of the widespread use of algorithms and modern devices. The implications of algorithmic 
decisions make a mark on every aspect of our lives, just as humans leave a trace or footprint wherever they go. 
We just have to learn how we can integrate this new technology into our society in order to improve people’s 
overall wellbeing. In the future, researching how algorithms can be improved, and new technologies that are 
coming to a market in this field of study, would be good to explore. Seeing where our new innovations are 
leading to and analyzing their possible implications is especially important, given that many of the technologies 
can make an impact in our lives on a worldwide scale. This paper has put together knowledge about algorithmic 
decision making to help readers understand how algorithms may affect their lives. It will cover an overview of 
algorithmic fairness and decision-making, algorithmic bias, its effects on sales, products, and jobs, and how we 
can improve these algorithms. What are the implications of algorithmic decision making on our society? 
 

Literature Review 
 
An Overview of Algorithmic Fairness and Decision-Making 
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People from this century's technological era believe algorithms can perform a multitude of decisions better than 
themselves because algorithms can integrate much more data than a human can grasp and take many more 
considerations into account (Pessach, D., & Shmueli, E., 2020). In addition, algorithms can perform complex 
computations much faster than human beings. Human decisions are subjective, and we often include biases in 
the decisions we make. A common belief in society is that if we use algorithms to make decisions, they will be 
more objective. According to Pew Research Center, “Roughly six-in-ten Americans (58%) feel that computer 
programs will always reflect the biases of the people who designed them, while 40% feel it is possible for 
computer programs to make decisions that are free from human bias. Notably, younger Americans are more 
supportive of the notion that computer programs can be developed that are free from bias” (Smith, A., 2018). 
This is where the study of algorithmic fairness comes into play: they evaluate whether algorithms and AI are 
really as “fair” as we believe them to be (Pessach, D., & Shmueli, E., 2020).  

Many AI possess biases and inadvertent discriminatory “beliefs,” which could be used by companies 
during their implementation, making a much larger impact than we humans can on our own (Pessach, D., & 
Shmueli, E., 2020). According to Algorithmic Fairness by Pessach: “Machine learning and Artificial Intelli-
gence systems can either introduce or amplify discriminatory effects that they learned through their training or 
experiences over time.” The  common saying “unfair data leads to unfair models” explains this. If a system 
learns from unfair data, unfair people, or biased content, it will learn, integrate, explore, and expand that un-
fairness to whomever it’s the system. For this reason, machine learning and AI systems can be much more 
harmful than humans when it comes to making biased decisions, not because of their effect when a singular 
decision is made, but because AI systems have the computational capacity to make 100, 1000, or 10000 times 
the decisions and interactions that a single, biased human can in one day (Ashurst, C., Carey, R., Chiappa, S., 
Et al., 2022).   

 
Figure 1. Unfair data leads to unfair models. 
 

One example of this is natural language processing AI. According to Algorithmic Fairness by Klein-
berg, language processing AI associated the word “nurse” with the pronouns “she” more than “he.” This is an 
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example of how artificial intelligence and algorithmic systems can adopt inadvertent discrimination from the 
data they analyze. This stereotype that nurses are  more likely to be female traces back to traditional and out-
dated beliefs not just from America, but from around the world, that women could only assist male doctors and 
couldn’t become doctors themselves. Since the data used to train the algorithms and AI we use daily is ringed 
with certain stereotypes, biases, and discrimination, there are worries that our faults will start occurring in these 
devices, as presented in this example (Kleinberg, J., Ludwig, J., Mullainathan, S., Et al., 2018).  

This same negative of algorithmic decision making appears in the criminal justice system, as well, 
where “recent news revealed that an algorithm used by the United States criminal justice system had falsely 
predicted future criminality among African-Americans' ' (Pessach, D., & Shmueli, E., 2020). One predicted 
reason for this to have occurred is because the algorithm was trained based on data sets that didn’t have enough 
information about African Americans, and more data on other races, leading to bias. Not all African Americans 
may have had the same experiences shown to that specific algorithm (Pessach, D., & Shmueli, E., 2020)  

 
Figure 2. Causes of Algorithmic Bias.  
 

As there are many cases of algorithms acting up in this way, “algorithmic fairness” by Pessach and 
Shemuli covers a few reasons why that may be. Biases are already included in the datasets used for learning, 
which are based on historically biased human decisions, and Machine learning algorithms are essentially de-
signed to replicate these biases (Hanna, A., Denton, E., Smart, A., Et al., 2020). First is biases caused by missing 
data. These result in datasets that are not representative of the target population, which leads to situations where 
an algorithm is misrepresenting who would like a certain content, who would be more likely to commit certain 
crimes, etc. The second is biases that were formed from algorithmic objectives. These algorithms tend to focus 
on minimizing aggregated prediction errors and look at multitudes of past data. This leads the algorithm to tend 
to benefit majority groups of the area it is looking into rather than minority groups. Third, biases may be caused 
by proxy attributes instead of sensitive attributes. Sensitive attributes differentiate those who are privileged and 
not, such as race, gender, age, and more. Proxy attributes are non-sensitive attributes from data that, once de-
rived, can be seen as sensitive. If a dataset that an algorithm is training from contains proxy attributes, the 
algorithm can make a decision based on that “sensitive” attribute but have it labeled as “legitimate,” when in 
reality it is discriminatory towards a certain group (Pesach). 
 
Types of Algorithmic Bias 
 
Many of the issues stemming from algorithmic fairness and unfairness initially start from bias that is ingrained 
into the algorithm. These biases come in different shapes and forms, for example, underrepresented training 
samples, mislabelling outcomes, feedback loops, and biased programmers (Cowgill, B., & Tucker, C. E., 2019).  
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Under-represented training samples is a type of bias that is exactly what it sounds like: data sets that are used 
to train algorithms that do not represent all sides of an issue or topic. They may not have representation of all 
types of people or all of the options that could be involved in making algorithmic decisions later on. This results 
in the algorithm making flawed or incorrect decisions when it is used after training because, in reality, that 
algorithm was never trained to its fullest. Second, mislabelling outcomes: when an algorithm analyzes and 
labels a situation, it uses the data available to it to make an educated assumption and come up with a label for 
this new scenario. In some cases, though, the past data the algorithm is given during training is not enough, and 
situations can be mislabelled. For example, if an employee faces discrimination from a supervisor and quits, 
and an algorithm mislabels the employee as low-performing, the algorithm could be thinking that the employee 
just never put in the effort and it leads to a talk with their supervisor. Without training that gives an insight into 
almost every possible option, occurrences like this are bound to occur. Third, feedback loops: when an algo-
rithm uses the predictions it makes based on other data and analyzes that prediction along with more data to 
conclude. This is biased since the algorithm is using a prediction to form another prediction, making the chance 
of both being correct decrease. Lastly, biased programmers: they are especially influential on the algorithmic 
bias present because they can make an algorithm based on a substantial level. According to Economics, fairness, 
and algorithmic bias by Cowgill, “Software engineers may unconsciously (or overtly) exhibit bias during de-
velopment. According to the Bureau of Labor Statistics in 2017, software engineers are more often white, male, 
well-educated, and better-paid than America as a whole. These engineers may not be consciously biased, but 
their life experiences may influence their approach to developing an algorithm” (Cowgill, B., & Tucker, C. E., 
2019).   

 
Figure 3. Types of Algorithmic Bias. 
 

Overall, although we may not consciously insert bias into algorithms as trainers, programmers, or 
regular people, machine learning programs are trained to look for certain patterns in the data they are given and 
often, human bias can be mistaken as a pattern. This cannot only influence the future of artificial intelligence 
and algorithmic development, but the lives of those whom the algorithms make choices for (Cowgill, B., & 
Tucker, C. E., 2019).  

 
How Does Algorithmic Fairness Affect Sales? 
 
One way that algorithms biases can be integrated into the aspects of our lives we have let them take over is 
advertising, mortgage, and loans. Systematically coding algorithms to analyze a person's search history and 
give them similar promotional content can result in targeted advertisement. Many people believe that targeting 
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certain advertisements to people based on what they do on the internet or in real life is a form of descrimination. 
For example, depending on a person's search history, an individual can receive ads targeted to a certain income 
group or set of people. This is also known as algorithmic discrimination.  

This can be seen in algorithm integration in applications such as Google or other websites where, 
depending on what you’ve searched for or looked at previously, you will get similar ads as you scroll in the 
future. According to A qualitative exploration of perceptions of algorithmic fairness by Woodruff, many people 
complain about receiving only ads relating to “low income” or “cheap alternative” options after something 
similar had appeared in their search history. Ultimately, algorithms and artificial intelligence are coded to appeal 
to their audience based on past encounters, which can also lead to unfairness towards certain minority groups. 
This is because algorithms do not understand that humans are diverse, and cannot be understood solely from a 
single search (Woodruff, A., Fox, S. E., Rousso-Schindler, S., & Warshaw, J., 2018).  

Another effect of targeted advertisement through algorithms is that these algorithms can predict who 
the customer is. They can determine that “this ad thinks that you’re male, actively consolidating your debt and 
are a high spender at luxury department stores. . . . This ad thinks you’re female, a registered Democrat and are 
likely to vote for the sitting president.” One prime example of this is Target. A father of a high school girl had 
made a complaint to the target HR stating that he was uncomfortable with his daughter receiving an ad about 
baby coupons and cribs, stating that they were encouraging her to get pregnant. The ads had been decided after 
an artificial intelligence algorithm analyzed the girl's history through Target's website, where she was already 
searching through baby items. It turned out that she was already pregnant (Kim, T. W., & Routledge, B. R., 
2022).  

Companies have started to share limited information about why you get the ads you do, and where 
they are giving your personal information, which only deepens the root of the issue many customers are facing 
due to artificial intelligence algorithms today. Knowing exactly who your customer is, is great for a company's 
sales. On the other hand, not knowing what you are categorized as and why can form a sense of panic in many 
customers if you make use of their favorite company’s online options. This stems from a feeling of knowing 
whether those companies send their data to other entities with which they aren’t comfortable and if they can 
even trust companies with their data online at all (Kim, T. W., & Routledge, B. R., 2022).   

Another important part of algorithmic fairness in finances is mortgage lending and loans. Discrimina-
tion in finance can be divided into two types. Taste-based discrimination, which is when someone has a prede-
termined bias against a certain group/sect of people. Statistical discrimination, which is when people use facts 
like race, gender, or age, to determine things like creditworthiness or make decisions for loans, renters, buyers, 
etc. Many human-made decisions have biases and inaccuracies which can change the decision made from per-
son to person, whereas an algorithm that makes a similar decision is capable of discriminating on a larger scale 
if there is a bias within its capabilities. Algorithmic decisions are made using a rules-based process, if x then y, 
whereas human decisions, and humans themselves, are complex. This is why algorithmic discrimination in 
finances can have a much larger impact than a human’s discrimination within the financial world, in some 
instances. A primary example where this is shown is from a study in Chicago which found that black applicants 
on average were quoted lower loan amounts and received less information and help when applying for a mort-
gage (Lee, M. S. A., & Floridi, L., 2021).   
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Figure 4. Search history based advertising process. 

Although algorithms can intend to follow a scorecard method (if income > X and if loan amount < Y, 
then approve), they are made to find patterns within the data they receive. The general worry among profes-
sionals is that information in the data can support inequalities and biases that are tended to be seen among 
humans. The data that algorithms analyze to achieve the cognitive capabilities which they are able is derived 
from humans themselves, and in us, humans come to both direct and indirect bias and discrimination. Algo-
rithms simply analyze this data and make decisions similar to what they see, but if the data they see is biased 
in and of itself, it can result in the biased decisions made by that algorithm on a much, much larger scale (Lee, 
M. S. A., & Floridi, L., 2021).  

 
How Does Algorithmic Fairness Affect Jobs Available to People? 
 
Recently, Amazon discovered that its AI hiring system was discriminating against female candidates, particu-
larly for technical job openings. One suspected reason for this is that most recorded historical data used during 
the training of the algorithm was for male software developers (Pessach, 2020). Biases already included in the 
datasets used for learning are based on historically biased human decisions and Machine learning algorithms 
are essentially designed to replicate these biases.  

These biases can be caused by missing data, resulting in the underrepresentation of certain populations 
(Pessach, 2020). But how is this underrepresentation in data occurring? According to the Bureau of Labor Sta-
tistics in 2018, software engineers are more white, male, well-educated, and better-paid than those with other 
jobs in the United States. They may not be intentionally biased in their work, but their life experiences may 
influence how they develop algorithms, leading to unintentional bias which would be implemented on a much 
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larger scale. Biased programmers can create under-represented training data sets for algorithms, furthering bias 
and misrepresentation of certain issues, thoughts, or communities (Cowgill, B., & Tucker, C. E., 2020).  

These biases and issues can also stem from algorithmic objectives, aiming at minimizing prediction 
errors and therefore benefiting majority groups over minorities. Some algorithms have certain pre-coded meth-
ods making them believe that in some situations, the majority is preferred over the minority. If these algorithms 
aren’t properly able to determine when they should use certain objectives, bias can present itself and lead to 
misfortune when making decisions (Pessach, 2020). 

Biases are also caused by "proxy" attributes for sensitive attributes. Sensitive attributes differentiate 
privileged and unprivileged groups, such as race, gender, and age, and are typically not legitimate for use in 
decision-making. Proxy attributes are non-sensitive attributes that can be exploited to derive sensitive attributes. 
In the case that the dataset contains proxy attributes, the machine learning algorithm can make decisions based 
on the sensitive attributes under the cover of using presumably legitimate attributes. This can lead to cases 
where the algorithm is using an attribute originally seen as worthy, but in the context of use would be considered 
sensitive, resulting in a biased decision made (Pessach, 2020). 

In another scenario in advertising, Google’s ad-targeting algorithm had proposed higher-paying exec-
utive jobs more for men than for women. This goes to show that algorithms don’t only make decisions affecting 
the direct hiring process, but can also make decisions influencing what jobs people end up applying to (Pesach 
2020).  

Overall, algorithmic fairness is an issue created by the presence of bias in an algorithm, underdevel-
oped methods, and underdeveloped objectives.  

 
How Has Algorithmic Fairness Become an Issue in Products? 
 
There are many examples where Algorithmic Fairness is an issue in certain products to be used for public or 
private use, specifically those involved in training an algorithm with a biased or incomplete dataset. For exam-
ple, IBM’s facial gender classification system worked poorly on people of dark skin, specifically women. This 
issue arose due to insufficient system training, as the algorithm did not have enough previous data on dark-
skinned women to make future decisions based on. IBM resolved this issue by training the algorithm with more 
dark-skinned women (Bakalar, C., Barreto, R., Bergman, S., Et al.., 2021). 

Another example is from researchers at Jigsaw. Many noticed their toxicity classifier labeled com-
ments containing identity terms including “gay” or “Muslim” as toxic. This is likely either because of insuffi-
cient data training or poor data collection choice. The solution was to pick training data containing more neutral 
phrases, to show examples of what verbiage can be considered acceptable and not toxic. In the end, this im-
proved their system overall (Bakalar, C., Barreto, R., Bergman, S., Et al.., 2021). 

In healthcare, on the other hand, researchers found that when an algorithm was trained to find the cost 
of an outpatient service, African American patients incurred a lower cost than their white counterparts after 
analyzing need-based proxies among the data provided. This situation had no other solution other than having 
a better machine-learning algorithm, as it analyzed the data and came up with a cost that may not always be 
true for every scenario. Someone’s race has nothing to do with whether someone is need-based or not, but the 
algorithm found a pattern and used it (Bakalar, C., Barreto, R., Bergman, S., Et al.., 2021).  
 
What Methods Can Scientists Use to Create Fairer Algorithms and Machine Learning 
Models? 
 
Humans have bias that affects them in every part of their lives. Humans have worldviews, and opinions, and 
use their judgment to make decisions that affect others. Even within all the data available, it is impossible to 
use data that is 100% unbiased, and that contains information on every option, every community, and every 
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person that will be affected by that algorithm's future decisions. Realistically speaking, it is impossible to com-
pletely eradicate bias from algorithmic training. Although, there are a few ways we can try to significantly 
decrease the amount of bias an algorithm incurs Veale, M., & Binns, R., 2017).  

The first is to design the algorithm to consider the pros and cons of all options before making a deci-
sion. Oftentimes, studying the pros and cons of a situation gives a deeper insight for the algorithm to make a 
decision based on rather than solely looking at a model or study provided to it. Models contain works that 
support a certain argument, sure, but they do not contain how the item the author is arguing for affects others 
Veale, M., & Binns, R., 2017).  

The second way is to use discrimination-aware data mining (DADM) in machine learning. Discrimi-
nation aware data mining involves using data science processes to correct certain forms of bias within a model. 
They can operate at several stages, including pre-processing, in-processing, and postprocessing. This method 
aims to create patterns that do not lead to discriminatory decisions from the algorithm even though bias may be 
present in its training data Veale, M., & Binns, R., 2017).  

Another option is to remove data that is biased or acknowledge which parts of the data set are biased. 
For example, in paper The long road to fairer algorithms, “For instance, several previous offenses can bear the 
stamp of historical racial bias in policing, as can the use of plea bargaining (pleading guilty being more likely 
to reduce a sentence than arguing innocence). This can leave researchers with a hard choice: either remove all 
data or keep biased data” (Kusner).   

 
Figure 5. Ways to create fairer Algorithms. 
 

Casual models also solve issues. For example, if a person wants a loan and cannot receive one without 
paying back previous loans. Unfortunately, if discriminatory employers are likely to hire a person with a disa-
bility, it can make it harder for that person to pay back a loan. This bias in determining whether one can receive 
a loan or not can be solved using a casual model to quantify bias and decide what would be a more unbiased 
version of the conclusion. A causal model, “represents how data are generated, and how variables might change 
in response to interventions. This can be shown as a graph in which each variable is a node and arrows represent 
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the causal connections between them. Take, for example, a data set about who gets a visa to work in a country. 
There is information about the country each person comes from, the work they do, their religion, and whether 
or not they obtained a visa” (Kusner, M. J., & Loftus, J. R, 2020). 

 

Conclusion 
 
The main focus of this paper was the effects and significance of algorithmic decision making. One important 
point that affects the way algorithms make decisions is the way they are trained. When an artificial intelligence 
algorithm is developed, it is often trained using large sums of data. Some developers and machine learning users 
say that since algorithms don’t have biases, and make decisions based on data, it is impossible for them to make 
mistakes. In reality in many cases the data they are trained with is often biased. Humans developed the data, 
and put it into a written form, having both intentional and unintentional bias, which the algorithm can find as a 
pattern and base future decisions off of. Also, in some cases the programmers creating the algorithm itself are 
often biased, and it can affect the output. Misinterpretations and under-represented groups also affect algorith-
mic training. But why is training so important? Algorithmic training forms the basis of how algorithms make 
actual decisions in the future. Algorithms will have inevitable biases, just like humans. Algorithms are trained, 
they learn, based on data that we have discovered or put together in one place. They learn from analyzing our 
society, and our behaviors. Unless they can be trained using a method that eliminates all biased data, which 
may result in under-representation (another type of bias), it is very hard. There are methods to reduce bias, or 
try to keep it out of the algorithms training altogether, and over time more efficient methods will be developed, 
but we should make sure to know where the fine line between human and machine should be drawn. At what 
point is it too much?  
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