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ABSTRACT 
 
Rapid intensification (RI), as defined by the National Hurricane Center (NHC), is an increase in the maximum 
sustained winds of a tropical cyclone (TC) of at least 30 knots (~34-35 mph) within a 24-hour period.  Intensity 
forecasting is one of the most difficult aspects of TC analysis forecasting, with RI prediction being one of the 
most challenging issues.  Predicting intensity and RI is critical for emergency responses, including evacuation 
and disaster prevention.  Deep learning (DL) and its application in TC analysis holds much potential.  Morphed 
Integrated Microwave Imagery at the Cooperative Institute for Meteorological Satellite Studies (MIMIC) is a 
product that synthesizes “morphed” images of TCs.  MIMIC-TC is a product that uses 85-92 GHz microwave 
imagery to create the images.  Using the Python programming language, a DL convolutional neural network 
(CNN) ensemble was developed as a proof-of-concept for prediction of RI, known as the Prediction of Rapid 
Intensification from MIMIC-TC Ensemble (PRIME).  Six members comprise PRIME, split into three 10 and 
20 epoch models.  Each model has either 2, 3, or 4 convolutional layers.  A MIMIC-TC dataset was created 
using available North Atlantic Basin (NATL) storms from 2019 and 2020, and a total of 1508 images were used 
for training the models.  After running the Ensemble on all available storms from 2019 and 2020, it appeared 
all models were overfit, and subsequently gave inaccurate classifications.  The average percentage of correct 
classifications of “No RI” (nRI) was 30%, and the average percentage of correct classifications of “Possible 
RI” (pRI) was 27%. 
 

Introduction 
 
The purpose of this study was to create a proof-of-concept deep learning (DL) convolutional neural network 
(CNN) that could classify, and hence predict, images of tropical cyclones (TCs) as undergoing rapid intensifi-
cation (RI) or not. 
 
Background 
 
As defined by the National Hurricane Center (NHC), RI is an “increase in the maximum sustained winds of a 
tropical cyclone of at least 30 kt [or approximately 34-35 mph] in a 24-h period” (“Glossary of NHC terms,” 
n.d.).  It is dependent on a multitude of internal TC factors, such as internal convective processes, and environ-
mental factors, such as vertical wind shear and sea surface temperatures (SSTs) (Judt & Chen, 2016; Fudeyasu 
et al., 2018).  Because of this, RI presents a difficult challenge for forecasters and models.  It is generally agreed 
that RI has low predictability, and high degrees of uncertainty exist in models (Judt & Chen, 2016).   
 Morphed Integrated Microwave Imagery at the Cooperative Institute of Meteorological Satellite Stud-
ies (MIMIC) is a “family of algorithms” that use satellite imagery to “create synthetic ‘morphed’ images” 
(Wimmers & Velden, 2007).  MIMIC-TC is a product that uses 85-92 GHz microwave imagery to create the 
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images.  This band of microwave imagery provides a “superior representation of TC structures” and depicts 
“eyewall/banding structure[s]” (Wimmers et al., 2019). 

 
Figure 1. MIMIC-TC image from GIF of Hurricane Irma ("Irma," n.d.) 

 
Deep learning (DL) is a new machine learning and artificial intelligence (AI) method that is growing 

in popularity.  It is a “powerful… tool for developing predictive models in the sciences” and its use in “TC 
intensity analysis holds tremendous promise” (Wimmers et al., 2019).  DL in meteorology is rapidly increasing, 
with applications in forecasting for renewable energy and improving outputs of precipitation models (Wimmers 
et al., 2019).  The method is appearing to be incredibly valuable in nowcasting, defined by the World Meteor-
ological Organization (WMO) to be “forecasting… over a period from the present to six hours ahead” (World 
Meteorological Organization, 2020).  This TC nowcasting analysis is crucial and is especially important during 
RI. 
 A convolutional neural network (CNN) is commonly utilized in image classification tasks.  Inspired 
by biological processes in the brain, it attempts to emulate how humans learn by using layers of “neurons.”  
How CNNs operates and function is beyond the scope of this paper, but a summary will be provided (see Fig. 
2 for a visualization).  There are mainly three types of layers in a CNN: 

1. A convolutional layer takes inputs in the form of 2 or 3 dimensional filters to identify key features 
within an image.  The input then becomes a feature map, an intermediate product.  Additional convo-
lutional layers can take these feature maps, and again use filters to create another intermediate feature 
map (IBM Cloud Education, n.d.). 

2. Pooling is used reduce the amount of information.  CNNs are computationally heavy even with the use 
of graphics processing units (GPUs, graphics cards), and pooling can be used to reduce complexity 
and running time at the cost of losing information.  However, losing information can also improve 
efficiency and limit the risk of overfitting, a situation in which a CNN model performs well on training 
data, but produces inaccurate results on testing data, or data the CNN has never seen before (IBM 
Cloud Education, n.d.). 

3. Fully-connected layers, or dense layers, perform classification based on the features extracted (IBM 
Cloud Education, n.d.). 
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Figure 2. A CNN used to classify handwritten digits (Saha, 2018) 
 

Model 
 
Based on rationale detailed in the previous section, a proof-of-concept DL CNN was created to predict RI.  This 
CNN model will use MIMIC-TC images for training and testing. 
 The Python programming language was used to create the model because of its wide use in DL appli-
cations.  Various libraries exist for Python that make it manageable and feasible for models, especially for DL, 
to be created. 
 
Data Collection and Organization 
 
MIMIC-TC files form available Northern Atlantic Basin (NATL) storms from 2019 and 2020 were used for 
training and testing sets.  Files older than 2019 are unavailable1.  These files can be found at the Storm Archive 
at http://tropic.ssec.wisc.edu/real-time/mimic-tc/archive/archive.html.  The files are stored as NetCDF4 (.nc) 
files2.  These are downloaded from the archive and organized into their respective storm folders.  The number 
of files range from a couple hundred to a couple thousand, as the files were created every 15 minutes during the 
duration of a storm. 

Using National Aeronautics and Space Administration’s (NASA’s) Panoply Java application, these 
.nc files can be opened, and a .csv file containing image values can be extracted (NASA, n.d.).  For creating the 
dataset, the following scheme was used: 

1. Earliest available .nc file (even if it has a minute attribute) 
2. 3-hour interval (00h, 03h, 06h, 09h, 12h, 15h, 18h, or 21h) immediately following the earliest available 

.nc file 
3. Next 3-hour interval (Repeat) 
4. Last available .nc file (even if it has a minute attribute) 

1 A. Wimmers (personal communication, October 21, 2021) stated that they “don’t save the original data, only 
the imagery for the MIMIC-TC product.” 
2 The files are named by year, month, day, hour UTC, and minute UTC.  For example, 
“20201019T060000.nc” was created in 2020, on October 19 at 0600 UTC. 
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Figure 3. Using Panoply, image values for "Lorenzo - 2019 09 27 03h" can be accessed and saved as .csv 
 
The .csv is saved by “[storm name] – [year] [month] [day] [hour]h.csv”3.  If there is a minute attribute, it would 
be saved as “[storm name] – [year] [month] [day] [hour]h [minute]m.csv”4.  They are saved in the respective 
storm folder. 
 
Creating the MIMIC-TC Dataset 
 
For the training set, instances of RI were used for the “Possible RI” (hereafter pRI) classification.  Using the 
NHC’s Tropical Cyclone Reports (NHC Data Archive, n.d.), instances of RI were recorded for each storm from 
2019 to 2020.  The corresponding .csv files from that time frame were copied into a separate folder named 
“Possible RI”, which itself is contained within another folder called “Training Set.” 
 For “No RI” (hereafter nRI), storms Arthur, Isaias, and Paulette were chosen.  All files from those 
storms were copied into the nRI folder. 
 All .csv files were then converted into .png files using a Python script (Fig. 4).  They were saved into 
a similar scheme to that described earlier. 

3 For example, “EPSILON – 2020 10 19 06h.csv” 
4 For example, “EPSILON – 2020 10 26 20h 45m.csv” 
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Figure 4. Lorenzo - 2019 09 27 03h converted into .png 

 
Here is the structure and organization of the MIMIC-TC Dataset v65: 
• MIMIC-TC Dataset v6 

o Training Set (total of 1508 images) 
 Possible RI 
 No RI 

o Testing Set (total of 44 storms) 
 ALPHA 
 … 
 ZETA 

The training images were copied and rotated 90, 180, and 270 degrees to create additional training 
data (Figs. 5, 6, 7).  The number of images in the training set amount to 1508. 

 
Figure 5. Lorenzo - 2019 09 27 03h ROT90.png6 

5 “v6” is an artifact stemming from previous iterations of the organization; adding a version number was eas-
ier to differentiate between current and deprecated versions of the dataset during development 
6 Images rotated by 90 degrees are the true orientation of the storm 
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Figure 6. Lorenzo - 2019 09 27 03h ROT180.png 

 
Figure 7. Lorenzo - 2019 09 27 03h ROT270.png 

 
Model Architecture 
 
The architecture of Prediction of Rapid Intensification from MIMIC-TC Ensemble (PRIME) is loosely based 
off “DeepMicroNet,” a DL CNN created by Wimmers et al. (2019) to predict TC intensity.  An ensemble of 6 
models was created.  They differed in the number of epochs, or number of times the model trained, and the 
number of convolutional layers.  Layer attributes were provided for reproducibility of the model.  
 Rectified linear activation function (ReLU) was used for the activation for each convolutional layer.  
It is the most used activation function in DL models because it is considered “the best activation function for 
deep learning” (K, 2020). 
 Softmax for the dense layer was retained from DeepMicroNet. 
 
Table 1. Model Architecture 

Layer Filters Kernel Size Strides Activation 
Conv2d 64 5 1 ReLU 
Conv2d 64 3 1 ReLU 
#Conv2d 64 3 1 ReLU 
#Conv2d 64 3 1 ReLU 

Layer Pool Size -  Strides - 
MaxPooling2D 2 - 2 - 

Layer Units - - Activation 
Flatten - - - - 
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Dense 2 - - Softmax 
 

For 10 epochs, 2conv, 3conv, and 4conv models were created.  For 20 epochs, 2conv, 3conv, and 4conv 
models were created.  Hence, the ensemble members are: 

• 10 epochs 
o 15-10e-2conv7 (2 convolutions) 
o 15-10e-3conv (3 convolutions) 
o 15-10e-4conv (4 convolutions) 

• 20 epochs 
o 15-20e-2conv (2 convolutions) 
o 15-20e-3conv (3 convolutions) 
o 15-20e-4conv (4 convolutions) 

 
Training, Compiling, Fitting, and the Metrics 
 
When initializing the model, it uses a data generator to randomly choose training images from the dataset and 
stores them as .pickle files. 

For compiling, “sparse_categorical_crossentropy” was used for loss, “adam” for optimizer, and “ac-
curacy” for metrics.  Sparse categorical crossentropy is used for the mutually exclusive classifications and 
“saves time in memory as well as computation” (“Sparse_categorical_crossentropy vs categorical_crossen-
tropy,” n.d.; “Cross entropy vs. sparse cross entropy,” n.d.).   
 When fitting for both 10 and 20 epoch models, the batch size was 32 and the validation split was 0.1. 
 

Results 
 
Each Ensemble member seems to be overfit.  Looking at the model accuracy during training (Fig. 8), suspi-
ciously high accuracy values are present for each model.  When used on the testing data, it is clear the low 
accuracies indicate overfitting (Tables 2 and 3). 
 There are low percent averages for both correct prediction of nRI and pRI (Tables 2 and 3).  The 
average Ensemble performance for nRI is 30%, and the average Ensemble performance for pRI is 27%. 
 

7 “15” is an artifact stemming from previous iterations of the model; adding a version number was easier to 
differentiate between current and deprecated versions of the model during development 
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Figure 8. Model Accuracy (epoch_accuracy) for validation during training, 0.6 smoothing 

 
Figure 9. Model Loss (epoch_loss) for validation during training, 0.6 smoothing 

 
Table 2. Percentage of Correct nRI Classifications for Each Ensemble Member 

Storm 10e-2conv 10e-3conv 10e-4conv 20e-2conv 20e-3conv 20e-4conv 
ALPHA 0% 0% 0% 0% 0% 0% 
Arthur 0% 0% 0% 0% 100% 0% 
Bertha 0% 0% 0% 0% 0% 0% 
BETA 38% 31% 38% 31% 46% 0% 
Cristobal 47% 15% 16% 35% 22% 0% 
DELTA 48% 30% 33% 28% 35% 2% 
Dolly 0% 0% 0% 0% 0% 0% 
Dorian 53% 49% 49% 51% 54% 28% 
Edouard 0% 0% 0% 0% 0% 0% 
EPSILON 15% 15% 15% 15% 15% 0% 
ETA 75% 58% 58% 70% 56% 15% 
Fay 0% 0% 0% 0% 0% 0% 
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FIF-
TEEN2019 

100% 52% 52% 93% 59% 31% 

GAMMA 97% 27% 33% 77% 27% 0% 
Gonzalo 100% 100% 100% 100% 100% 100% 
Hanna 73% 70% 77% 60% 77% 0% 
Humberto 12% 12% 12% 16% 25% 0% 
Imelda 9% 9% 13% 4% 26% 0% 
IOTA 100% 100% 100% 100% 100% 100% 
Isaias 37% 19% 31% 18% 21% 0% 
Jerry 48% 32% 33% 41% 7% 4% 
Josephine 98% 65% 68% 82% 68% 23% 
Karen 71% 58% 58% 73% 76% 32% 
Kyle 0% 0% 0% 0% 0% 0% 
Laura 48% 18% 15% 35% 18% 15% 
Lorenzo 49% 41% 41% 47% 44% 27% 
Marco 69% 43% 43% 60% 74% 10% 
Melissa 0% 0% 0% 0% 0% 0% 
Nana 91% 81% 66% 97% 78% 38% 
Nestor 3% 3% 3% 3% 3% 0% 
Olga 16% 16% 16% 21% 21% 0% 
Omar 0% 0% 0% 0% 0% 0% 
Pablo 0% 0% 0% 0% 0% 0% 
Paulette 31% 11% 11% 19% 13% 0% 
Rebekah 0% 0% 0% 0% 0% 0% 
Rene 99% 61% 66% 76% 64% 1% 
Sally 32% 32% 31% 37% 51% 0% 
Sebastien 53% 29% 31% 39% 31% 0% 
Teddy 53% 51% 51% 49% 53% 29% 
TEN2020 67% 8% 8% 75% 25% 0% 
THETA 0% 0% 0% 0% 4% 0% 
Vicky 89% 4% 7% 41% 11% 0% 
Wilfred 100% 90% 88% 95% 90% 20% 
ZETA 63% 3% 3% 55% 16% 3% 
Averages 43% 28% 29% 37% 34% 11% 

 
Table 3. Percentage of Correct pRI Classifications for Each Ensemble Member 

Storm 10e-2conv 10e-3conv 10e-4conv 20e-2conv 20e-3conv 20e-4conv 
DELTA 0% 29% 29% 7% 21% 14% 
Dorian 0% 32% 32% 20% 36% 100% 
EPSILON 56% 56% 50% 44% 19% 100% 
ETA 0% 0% 0% 0% 0% 0% 
GAMMA 0% 100% 100% 0% 43% 100% 
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Hanna 0% 0% 0% 0% 0% 100% 
IOTA 0% 0% 0% 0% 0% 0% 
Jerry 0% 31% 23% 8% 31% 100% 
Laura 20% 20% 20% 0% 0% 87% 
Lorenzo 0% 26% 26% 19% 33% 44% 
Teddy 0% 43% 38% 0% 29% 14% 
ZETA 30% 30% 30% 30% 10% 100% 
Averages 9% 31% 29% 11% 19% 63% 

 

Analysis of PRIME 
 
The absence of more “symmetrical” characteristics in an image reduces accuracy.  According to Fudeyasu et 
al. (2018), a “symmetric cloud structure is dominant… during RI.”  PRIME’s accuracy on tropical depression 
(TD) and tropical storm (TS) imagery are low compared stronger storms as a result since higher intensity TCs 
exhibit more discernible features such as a symmetric eye and convection.  A lack of any features in the image 
can also prompt a false positive, such as in TS Bertha’s case (Fig. 10). 

 
Figure 10. Bertha - 2020 05 28 15h.png, there is a lack of features 

 
PRIME also tends to classify large timeframes of images into pRI, sometimes classifying the entirety 

of a storm’s images as pRI.  The Ensemble further tends to classify images during the later part a storm as pRI 
(Fig. 11). 
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Figure 11. Kyle PRIME results for 15-10e-2conv and 15-20e-2conv members, entirety of storm's lifetime is 

incorrectly classified as pRI 
 

15-10e-3conv and 15-10e-4conv members of PRIME may be considered more “generalized” models, 
that is, they do not tend to predict a certain category.  The former has an average of 28% of images correctly 
classified as nRI and 31% pRI, and the latter has 29% nRI and 29% pRI.  However, it is clear from the low 
percentage of correct classifications for both nRI and pRI that PRIME is not accurate and cannot predict RI. 
 To increase accuracy, a different dense layer activation function could be used.  The use of a larger 
dataset would allow for the model to train and validate on more images, increasing accuracy.  The “use of 
dropout… for reducing overfitting” could also improve PRIME (Brownlee, 2019).  Changing the learning rate 
and using leaky ReLU for convolutional layer activation may improve the model. 
 

Conclusion 
 
It is clear PRIME does not predict RI well. 
 

Future Research and Other Applications 
 
The model or a similar model may instead be used instead to predict eyewall replacement cycles (ERCs).  ERCs 
are events that occur in mostly intense TCs, in which a secondary outer eyewall forms around the inner eyewall.  
TC intensity weakens during an event because the secondary eyewall saps strength from the primary eyewall.  
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Eventually, the outer eyewall replaces the inner eyewall, allowing the storm to re-intensify.  The surface wind 
field often expands.  The re-strengthening phase of an ERC may erupt as RI, greatly increasing the maximum 
wind speed and the threat to life and property (Sitkowski et al., 2011).  Microwave imagery is already utilized 
to predict ERCs in the algorithm known as the Automated Rotational Center for Hurricane Eye Retrieval 
(ARCHER) Microwave-based Probability of Eyewall Replacement Cycle (MPERC), but because little is 
known about the genesis and process, ERCs are difficult to predict (Zhou & Wang, 2011).  Additional diagnostic 
tools for intensity prediction would be valuable. 
 MIMIC-TC images may again be used for an ERC-predicting DL CNN.  The images can effectively 
show the emergence of an outer eyewall, the strengthening of the outer eyewall, the weakening of the inner 
eyewall, and the replacement. 
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