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ABSTRACT 

Even with lots of attention and work in the computer vision and artificial intelligence field, human body pose detection 
is still a daunting task. The application of human pose detection is wide-ranging from health monitoring to public 
security. This paper focuses on the application in yoga, an art that has been performed for over a millennium. In 
modern society yoga has become a common method of exercise and there-in arises a demand for instructions on how 
to do yoga properly. Doing certain yoga postures improperly may lead to injuries and fatigue and hence the presence 
of a trainer becomes important. As many people don’t have the resources to have a yoga instructor or guide, artificial 
intelligence can act as a substitute and advise people on their poses. Currently, the research surrounding pose estima-
tion for yoga mainly discusses the classification of yogic poses. In this work, we propose a method, using the Tensor-
flow MoveNet Thunder model, that allows real-time pose estimation to detect the error in a person's pose, thereby 
allowing them to correct it. 

Introduction 

Due to the growing level of awareness towards mental health, there has been a lot of research in mindfulness practices 
such as yoga. Yoga is a physical and spiritual art form that was first developed in southern Asia to allow users to 
transcend their consciousness and increase the understanding of themselves [1]. The yoga discipline uses a multitude 
of techniques from breathing to physical poses to achieve this [1]. Yoga helps achieve physical fitness along with 
mental wellness. The practice became more popular in western culture during the 1800s in Europe and eventually 
America. [1] As yoga became popular among academics its uses modernized and it has become popular among med-
ical researchers due to its ability to cure diseases and improve a patient's health without the use of drugs [2]. Most 
recently, with the spread of Covid-19, yoga has become part of life to improve mental health and well-being and is 
able to resolve the issues caused by isolation and separation.  

To obtain the benefits of yoga, it is important that yoga should be practiced in the correct postures and forms, 
just like any other exercise. Incorrect postures can cause unproductive results to the extent of pernicious effects. This 
creates the necessity for a Yoga instructor to administer the appropriate individual posture. The availability of Yoga 
instructors is very limited, and that makes it a costly affair as well. Overall cost and resource availability make it a 
difficult outreach for Yoga and hence creates the need for technology-based assistance, which calculates the accuracy 
of postures based on mathematical models.  

Pose estimation and classification is a subject that has been extensively researched and therefore has made 
great advances in recent years. Current classification models detect the poses but don’t account for the accuracy of a 
pose. An artificial intelligence-based application might be useful to identify yoga poses and provide personalized 
feedback to help individuals improve their poses [5]. In recent years, human pose estimation has benefited greatly 
from deep learning, and huge gains in performance have been achieved [5]. Deep learning approaches provide a more 
straightforward way of mapping the structure instead of having to deal with the dependencies between structures 
manually. We employ the Tensorflow MoveNet Thunder model for pose estimation in this work. 

Volume 10 Issue 3 (2021) 

ISSN: 2167-1907 www.JSR.org 1



 
MoveNet is a pose estimation model that detects the pose with 17 key points in the human body through 

images or video sequences. These joint locations or key points are indexed by "Part ID” which is a confidence score 
whose value lies in the range of 0.0 and 1.0, with 1.0 being the greatest. The MoveNet model’s performance varies 
depending on the device and output stride [14]. The MoveNet model is invariant to the size of the image, thus it can 
predict the pose position accurately. 

We propose an algorithmic way to estimate the error in a yogic posture using angle calculations between 
joints. We analyze the results for three yogic postures, (i) Downward Facing Dog pose (Adho Mukha Svanasana), 
beneficial in getting rid of headache and backache; (ii) Warrior pose (Virabhadrasana), beneficial in improving emo-
tional and mental stability, also strengthens the lower and middle back; (iii) Plank Pose (Kumbhakasana), beneficial 
in strengthening the abdominal organs and increasing core strength. All these poses if done properly have immense 
physical, mental, and spiritual benefits, however, if practiced improperly for a long time may lead to harmful effects 
instead. Finding the error can help improve yoga posture and ultimately will help users in doing yoga properly. 

In this work, we (i) train the Pose estimation algorithm using datasets of asanas to find the “perfect pose”, 
(ii) propose an algorithmic method to calculate the error between perfect pose and the current pose, and (iii) show the 
results of the model in real-time pose correction. Conclusions end the paper. 
 

Methods 
 
To determine the quantitative error in a person’s pose, a pose must need to be defined in a numerical sense so that a 
calculation can be done to find a numerical error. For a yoga pose, the most important information is the angle between 
certain body parts [18]. Pose Estimation provides information about a person’s pose in coordinates and then uses them 
to draw lines on devices used for the detection. Coordinates can be used to form vectors and then be used to find 
corresponding angles between adjacent vectors. Hence, we use an array of angles as means of describing one's pose. 
To find the error, a basis or “correct pose” needs to be used to compare against the user’s pose. As there is now a way 
to determine poses in a numerical sense, two arrays can be used to define the current pose and the “perfect” pose. 
After establishing the poses, a calculation can be done to find the overall resulting error of the current pose in com-
parison to the selected “perfect” pose. 

 
Figure 1. A schematic of error estimation method. 
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This paper first examines how data was selected to be used for the pose comparison and how the perfect data 
was gathered. Then, the algorithm used to find the actual error is discussed, and finally, the implications and applica-
tions of this algorithm are observed. 
 

 
Figure 2. Key points of the MoveNet Thunder model. The illustration depicts the points that the MoveNet Thunder 
model is able to predict. The mobile device on the right captures the position of each joint. 
 

MoveNet Thunder can give coordinates of key points for 17 distinct joints on the body as described in Figure 
2. The coordinates are relative to the device's screen dimensions. Pairing adjacent joints create line segments that are 
displayed in the output of the model. The coordinates information can be used in a slightly different manner to create 
vectors for each segment. This is done by subtracting x-coordinates and y-coordinates of adjacent joints. 

 
Figure 3. A graphical representation of how two coordinates, in this case, the location of two points on the body, can 
be converted into a vector.  
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A primary reason this conversion is done, as shown in Figure 3, is to convert two pairs of numbers into one, 
thereby decreasing the complexity of the task. Once all paired points have been converted into vectors, they can be 
used to find angles between adjacent vectors, for example, the angle between vectors from the knee to ankle and the 
hip to the knee. The cosine formula can be used for this: 

𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏 =  
( 𝑢𝑢  ⋅  𝑣𝑣 )

( ||𝑢𝑢|| ||𝑣𝑣|| )
 

Vectors u and v represent adjacent vectors. 
 

 

 
With angles for all adjacent vectors, as shown in Figure 4, there are now eight angles that can be stored in an 

array form. Another way to consider this is a vector with eight components. In this paper we represent the angles we 
gather as b1 to bn. Angles we gather for the ideal pose we use a1 to an. 

To find data on creating an ideal pose a Kaggle dataset [25] was used as a model. As much research has been 
done in the past using this data set it was appropriate to use it to train the model. There is now a vector that can neatly 
represent a person’s pose and with a basis of comparison from the Kaggle dataset, an algebraic calculation can be 
done to find the error.  

There are many approaches that can be taken regarding the error estimation for a pose. Initially, the method 
of finding the Euclidean distance between the two vectors was used. The Euclidean distance – or some other form of 
vector distance, such as the Minkowski Distance – was an ideal as a mathematically accurate way to determine the 
difference in eight-dimensional vectors. Additionally, weights can be applied to certain angles based on their relevance 
to a particular pose. 
 

𝑑𝑑 = �𝑘𝑘1�𝑎𝑎1 − 𝑏𝑏1  � + 𝑘𝑘2�𝑎𝑎2 − 𝑏𝑏2  �+ . . . + 𝑘𝑘𝑖𝑖�𝑎𝑎𝑖𝑖 − 𝑏𝑏𝑖𝑖  � 

In the equation, ki would be a constant and be defined as a component of the vector k.  The problem sur-
rounding this equation is that the distance or “error” has no bounds and as a result has no quantifiable measurement. 
Simply, stating “the distance is ten” is not meaningful unless given mathematical context. A percentage of error would 
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be ideal as a user could understand the level of correctness in their pose. To scale the output of this equation into a 
percentage would require the output to be put into a function that would have a range between 0 and 1, and therefore 
result in a percentage value. As the discovery of such a function, that would act as a scale for the values, has yet to be 
researched this approach was dropped. 

In replacement, a new method was adopted that used a simpler approach and directly calculated a percent 
error.  
 
Equation (1) 
 

∑  𝑛𝑛
𝑖𝑖 = 0

� 𝑎𝑎𝑖𝑖 − 𝑏𝑏𝑖𝑖  �
𝑎𝑎𝑖𝑖

𝑛𝑛
⋅ 100 

 

 
Figure 5. Vectors that will be used for error derivation. The illustration shows the two vectors that form. The top one 
results from the data collected in Figure 5 and Table 1 and the other is formed from the method described in Figure 2, 
3, and 4. Each component in vector a will be compared to vector b for the total error. 
 

Figure 5 illustrates the method. It shows a is the vector determined from the Kaggle dataset, our “perfect” 
pose, and b is the vector determined from Pose Estimation’s results. Using equation (1), the error can be estimated. 
The error values can help users to modify the pose in real-time to reach the perfect pose. 
 

Results 
 
In this section, we present and discuss the results of the above-mentioned methods. To obtain the angles between 
different joints in a perfect pose, we train the model using an image dataset. The angles acquired for one pose (Down-
ward Facing Dog pose) are shown in Figure 5. The same process for finding the angles in a perfect pose was used for 
the other two poses. The averaged values of angles for all three poses are shown in Table 1. 
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Figure 6. Data for Downward Facing Dog pose (Adho Mukha Svanasana). The x-axis in the graph is the 8 joints that 
the algorithm calculates as defined in Figure 4 and the y-axis is the resulting angle in degrees. The average value is 
denoted as a black circle for each joint data series. This graph displays the results for Adho Mukha Svanasana. 
 
Table 1. A total of 240 data points were collected and then averaged. 80 of the data points are displayed in Figure 5 
along with their averages. 
(i) Downward Facing Dog pose (Adho Mukha Svanasana) 

Joint: Left Shoul-
der 

Right Shoul-
der 

Left El-
bow 

Right El-
bow 

Left  
Hip 

Right 
Hip 

Left 
Knee 

Right 
Knee 

Angle:  170º 170º 170º 170º 90º 90º 175º 175º 

(ii) Warrior pose (Virabhadrasana) 

Joint: Left Shoul-
der 

Right Shoul-
der 

Left El-
bow 

Right El-
bow 

Left  
Hip 

Right 
Hip 

Left 
Knee 

Right 
Knee 

Angle:  85º 90º 170º 170º 135º 100º 170º 120º 

(iii) Plank pose (Kumbhakasana) 

Joint: Left Shoul-
der 

Right Shoul-
der 

Left El-
bow 

Right El-
bow 

Left  
Hip 

Right 
Hip 

Left 
Knee 

Right 
Knee 

Angle:  80º 80º 170º 170º 170º 180º 175º 175º 

 
After obtaining the angles of a perfect pose, the error in a real-time pose is calculated using equation 1 with 

n = 8. Initial testing was done using this algorithm to compare the average data from the Kaggle dataset and individual 
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images. The algorithm reported an average of 15% error. As a result, this error was concluded due to slight variations 
in the pose of everyone, however, still didn’t contribute to the pose being incorrect. The user data shown below is 
adjusted so that only error values of greater than 15% are displayed and included in the overall pose error.  

 
Figure 7. Results of model testing. Some tests of the algorithm are displayed in Figure 7. Each image has the total 
error of the pose in the text at the top, this error is defined by Equation 1. Additionally, for individual joints, the error 
is marked next to the joint. The tests are organized by poses and decreasing error from left to right. 
 

Figure 7 shows the results of the method proposed for real-time error estimation for the three yoga postures. 
Figure 7 (i. (a-e)) shows the person entering in the posture and correcting the posture based on the error obtained while 
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practicing the Downward Facing Dog pose (Adho mukha svanasana). Similarly, Figure 7 (ii & iii) shows the results 
for the Warrior pose and Plank pose. It can be observed that the error estimation by the method proposed can help get 
the maximum benefit of any exercise including yoga by practicing every posture perfectly. It can also help a practi-
tioner gauge the progress and move towards a healthier mind and body. 
 

Discussion 
 
By using a mathematical algorithm on top of Google’s Pose Estimation model, MoveNet Thunder, an accurate under-
standing of the error in a person's pose can be determined and, in the future, it will allow users to correct their posture 
based on the information the algorithm can present. As shown in Figure 8, as subjects can view the results of the 
algorithm, they improve their posture and make corrections as needed until they can correct their posture.  
 

Conclusion 
 
Human poses are seemingly complex, still emerging applications such as yoga posture detection have made the im-
plementation of the technology imperative. An artificial intelligence-based resource that allows people to do yoga and 
other activities properly can help improve the popularity and benefits of these practices. In this work, we propose a 
model for error estimation in a yoga posture using Google’s Pose Estimation model, MoveNet Thunder. The model 
was trained to find a perfect pose using an image dataset. The perfect pose can be compared with the pose of the 
practitioner in real-time, thereby helping them correct the pose until a perfect pose is reached. The method proposed 
in this work can help the development of applications and other resources for making yoga and its benefits accessible 
to everyone.  
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